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Abstract

*Cooperative systems* are ubiquitous nowadays. In a cooperative system, end users contribute resource to run the service instead of only receiving the service passively from the system. For example, users upload and comment pictures and videos on Flickr and YouTube, users submit and vote on news articles on Digg. As another example, users in BitTorrent contribute bandwidth and storage to help each other download content. As long as users behave as expected, these systems benefit immensely from user contribution. In fact, five out of ten most popular websites are operating in this cooperative fashion (Facebook, YouTube, Blogger, Twitter, Wikipedia).

A robust cooperative system cannot blindly trust that its users will truthfully participate in the system. Malicious users seek to exploit the systems for profit. Selfish users consume but avoid to contribute resource. The ultimate way to disrupt security and incentive mechanisms of cooperative systems is using Sybil attacks, in which the adversary creates many Sybil identities (fake identities) and use them to disrupt the systems’ normal operation. No security and incentive mechanism works correctly if the systems do not have a robust identity management that can defend against Sybil attacks.

This thesis provides robust identity management schemes which are resilient to the Sybil attack, and use them to secure and incentivize user contribution in several example cooperative systems. The main theme of this work is to leverage the social network among users in designing secure and incentive-compatible cooperative systems. First, we develop a distributed admission control protocol, Gatekeeper, that leverages social network to admit most honest user identities and only few Sybil identities into the systems. Gatekeeper can be used as a robust identity management for both centralized and decentralized cooperative systems. Second, we provide a vote aggregation system
for content voting systems, SumUp, that can prevent an adversary from casting many bogus votes for a piece of content using the Sybil attack. Finally, we provide a robust reputation system, Credo, that can be used to incentivize bandwidth contribution in peer-to-peer content distribution networks. Credo reputation can capture user contribution, and is resilient to both Sybil and collusion attacks.
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Chapter 1

Introduction

Our society is entering an era in which many Internet services are designed to leverage the cooperative nature of their users. In a cooperative system, end users contribute resource in the form of contents, opinions, or physical resources instead of simply receiving the service from the system passively. For example, users share and comment on pictures (Flickr), or videos (YouTube). Users submit and vote on news articles on Digg, answer each others’ questions on Quora. In peer-to-peer networks such as BitTorrent, users are contributing bandwidth and storage to help each other download content. As long as users behave as expected, cooperative systems can receive immense benefit from users’ contribution and scale inexpensively. Cooperative systems are ubiquitous today: five out of ten most popular websites are operating in this cooperative fashion (Facebook, YouTube, Blogger, Twitter, Wikipedia). BitTorrent is dominating the global Internet traffic [69].

A robust cooperative system cannot blindly trust that its users will truthfully participate in the system. Malicious users seek to exploit the system for profit. Selfish users consume resource but avoid contribution. For example, adversaries have manipu-
lated the voting system of Digg to promote their articles of dubious quality [73]. Selfish users in public BitTorrent communities leave the system as soon as they have finished downloading a file to avoid uploading the file to others, resulting in serious performance degradation for these content distribution systems [71]. A robust cooperative system must be able to limit the amount of damage inflicted by adversaries and to incentivize honest users to make adequate contribution.

The biggest threat that cooperative systems face is the Sybil attack [19], in which the adversary creates many Sybil identities (fake identities) and use them to disrupt the systems’ normal operation. No security and incentive mechanism can work correctly if it lacks a robust identity management that can defend against Sybil attacks. For example, many systems replicate computation and storage among different nodes in order to protect data integrity (data loss) [16, 70, 8]. Others [25, 12, 26] divide computation and storage tasks and assign them to different nodes in order to protect data privacy. In both cases, these systems achieve the security and integrity guarantees only when independent tasks are performed by distinct users. Using the Sybil attack, the adversary can violate this security requirement by potentially controlling the majority of the identities in [78, 36, 19]. Likewise, Sybil attacks also thwart incentive mechanisms. A common approach to incentivize user contribution for the system is to provide higher quality of service (or other benefits) to users who have contributed more [54, 57, 31]. To keep track of user contribution, one can use a reputation system. However, the adversaries or selfish users can use Sybil identities to boost their reputation easily [54], thereby disrupting this incentive mechanism. The Sybil attack is not just a hypothetical threat investigated by research community, but is actually happening in the real world: adversaries are using fake identities to launch spamming campaign on popular social networks like Facebook [67] and Renren [81], promote articles with low quality on Digg [73].
fore, in order to provide security and incentive guarantees for cooperative systems, we must manage user identities in a Sybil-resilient fashion.

Defending against the Sybil attack is challenging. Existing systems restrict the creation of Sybil identities by limiting one identity per IP address or per solved CAPTCHA puzzle. Unfortunately, IP addresses and CAPTCHA solutions can be cheap to obtain. An ordinary human can solve a few thousands of CAPTCHA puzzles in one day in order to create thousands of Sybil identities. The adversary can also pay for an online service to solve CAPTCHA puzzles at a rate of $8 for 1000 puzzles [4]. The adversary can obtain different IP addresses using public proxies or harvest IP addresses within his institution. The later trick was used by MIT and CMU students to game an online poll for ”the best graduate school in computer science” [7].

This thesis provides robust identity management schemes which are resilient to the Sybil attack, and use them to secure and incentivize user contribution in several example cooperative systems. The main theme of this work is to exploit the social relationship among users as a form of user identity. The insight is to associate identity of each user with her social links with other users. Since social relationships take significant human efforts to establish, the adversary is limited to a few links with honest users and thus can only have a few usable identities.

In this thesis, we first develop a distributed admission control protocol, called Gatekeeper, that leverages the social network to admit most honest user identities and only a few Sybil identities. Gatekeeper can be used as a foundational mechanism to admit users and nodes for both centralized and decentralized cooperative systems. Next, this thesis addresses the security and incentive challenges in two specific applications: an online content voting system and a peer-to-peer content distribution network (P2P CDN). A content voting system must prevent the adversary from casting a large num-
ber of bogus votes to boost the ranking of low quality content. We design a flow-based vote aggregation system called SumUp to collect most honest votes while limiting the number of bogus votes. The defense of both SumUp and Gatekeeper are currently the state-of-the-art in their respective problems as reported in a recent survey [82]. A P2P CDN faces serious performance problems as selfish nodes avoid to upload files after finishing downloading them. We provide a robust reputation system, called Credo, that is resilient to Sybil and collusion attacks, and can be used to incentivize bandwidth contribution in peer-to-peer content distribution networks. Credo relies on Gatekeeper to limit the number of Sybil identities an adversary can bring into the system, and ”modeling good behavior” technique to defend against the collusion attack in which many adversaries collude to boost each other’s reputation.

In the rest of this chapter, we first explain the insight of social network based Sybil defense in Section 1.1. Next, we discuss the main findings of Gatekeeper, SumUp, and Credo before summarizing the contributions of this thesis in Section 1.5.

1.1 Social network based Sybil defense

In the real world, there exists a social network among people. An edge in this network represents a friendship between two people. Because creating and maintaining friendships require efforts in the real world, the adversary can only have a limited number of edges, which are called attack edges, to honest users. As a result, we can view these edges as a valuable resource for defending against the Sybil attack.

Although the adversary only possesses a limited number of attack edges, he can create a large number of Sybil identities and link them together arbitrarily to form any topology. Nevertheless, these Sybil identities are separated from the honest region of the
social network by the cut which is formed by the attack edges, as showed in Figure 1.1. A large Sybil region creates an abnormal feature in the overall graph because we expect the social graph to be well-connected. For example, it is known that social graphs exhibit the fast mixing property \[49, 84\], in which a random walk starting from any node reaches its steady state quickly. To be more precise, the mixing time is bounded by \(O(\log n)\), where \(n\) is the number of honest nodes in the graph. By contrast, it takes a long time for a random walk starting from the honest region in Figure 1.1 to arrive at a random node in the Sybil-region because the walk needs to pass through the small cut. A social network based Sybil defense mechanism exploits this abnormally to detect and eliminate Sybil identities from the system. As a result, the number of Sybil identities that the adversary can bring is limited by his ability to create attack edges.

SybilGuard \[84\] is the first work that exploits this insight to design a distributed admission control protocol in 2006. An admission control protocol is expected to admit most honest identities while limiting Sybil identities admitted into a system. SybilGuard guarantees that it only admits \(O(\sqrt{n \log n})\) Sybil identities per attack edge with high
probability. While this bound presents an important first step in limiting the number of Sybil identities in the system, it is still big for practical systems because the number of honest users \( (n) \) can be on the order of millions for popular systems. In 2008, the authors of SybilGuard presented a new protocol, called SybilLimit [83], which improves the bound to admitting only \( O(\log n) \) Sybil identities per attack edge. It has since remained an opened question if this bound can be further improved for an admission control protocol. We addressed this open challenge with Gatekeeper protocol. We showed that Gatekeeper admits only \( O(\log k) \) Sybil identities per attack edge, where \( k \) is the number of attack edges.

Apart from developing Sybil-resilient admission controls, some work also leverage the social network to secure specific applications. For example, Whānau [36] and X-Vine [48] provide integrity and privacy for distributed hash tables. SumUp [73] protects online content voting systems. Ostra [47] and SocialFilter [64] mitigate spam in email systems. Bazaar [59] alerts users about potential fraudulent transactions in online markets.

It is worth noting that in order for social network based Sybil defenses to be effective, the number of attack edges must be limited. However, obtaining social links in today’s online social networks are relatively easy compared to that in the real world. In order to effectively defend against Sybil attack, these systems should derive more restricted online social network from their existing ones. For example, the system can ask each user to select a constant number of trusted friends from their friend list in order to form the restricted network. A study [20] has shown that a normal human being cannot manage more than 150 friends efficiently. Another way is to derive the restricted network automatically from observing the interaction among users as suggested in [77].
1.2 Sybil-resilient admission control

The first contribution of this thesis improves the state-of-the-art defense for admission control protocols. Our new admission control protocol, called Gatekeeper, exploits the expander-like property of social graphs to achieve a better bound: admitting only $O(\log k)$ Sybil identities per attack edge, where $k$ is the number of attack edges the adversary has. Compared to SybilLimit’s bound of $O(\log n)$, this improvement is significant because the number of attack edges is negligible compared with the number of honest nodes ($n$) in the graph. When the number of attack edges is a constant, Gatekeeper admits only a constant number of Sybil identities, thereby achieving and the optimal result for social network based Sybil defense.

Gatekeeper introduces a technique called distributed ticket distribution to admit most honest nodes while limiting Sybil nodes. In distributed ticket distribution, a source node prepares $\Theta(n)$ number of ”admission” tickets and distribute them in a breath-first-search fashion. Upon receiving the tickets, each node keeps one ticket to itself and propagates the rest to its neighbors that are further away from the ticket source. When the number of attack edges ($k$) is small, Sybil nodes are far from a random chosen source with high probability because of the graph’s expander-like property. As a result, the number of tickets which pass through an attack edge is a constant with high probability. In other words, the adversary only gets a constant number of admission tickets per attack edge, i.e. the system admits only a constant number of Sybil identity per attack edge. In order to admit most honest nodes, Gatekeeper combines the results of distributed ticket distributions at many ticket sources. Evaluation shows that Gatekeeper performs better than SybilLimit in both real world social graphs and synthetic social graphs.
1.3 Defending content voting systems against Sybil attack

Many websites rely on users’ votes to rank user-submitted content. Example websites includes YouTube, Digg, and Reddit. A content voting system is susceptible to the Sybil attack because an adversary can outvote honest users using many Sybil identities. A Sybil-resilient vote aggregation system aims to collect most votes from honest users and as few votes from Sybil identities as possible for each piece of content.

One possible solution for vote aggregation is to first perform user admission control using Gatekeeper and then only collect votes from admitted users. The resulting vote aggregation system collects \(O(k \log k)\) votes from Sybil identities in the face of \(k\) attack edges. We can improve this bound further by leveraging the fact that the number of honest users who vote for a specific content is very small compared with the total number of honest users. Therefore, a vote aggregation system needs to admit fewer number of users compared to an admission control system, which is a simpler task. Our vote aggregation system, SumUp, leverages this insight to collect only \(k\) votes from Sybil identities for each piece of content.

SumUp collects votes from users by computing a set of max-flow paths on the social graph from all voters to a known trusted identity called the vote collector. In order to perform max-flow computation, we need to set the flow capacity of each social link. One possible assignment is to set the capacity of every link to be one. Under such an assignment, the max-flow based vote collection can bound the attack capacity make between the set of trusted vote collectors and the adversary to be the number of attack edges \((k)\), thus collecting at most \(k\) bogus votes from the adversary. However, this assignment also prevents most honest voters from having their votes collected, as the flow capaci-
ity between honest voters and trusted vote collectors is limited by the small number of immediate neighbors of the vote collectors. To address this limitation, we devised an assignment strategy which gives links close to vote collectors relatively higher capacities than links that are far away. Such an assignment enables max-flow based vote collection to gather most honest votes while still limiting the number of bogus votes to be the number of attack links with high probability. SumUp also incorporates users’ feedback on the validity of collected votes to further improve its performance. In particular, if the adversary is found to have casted many bogus votes, SumUp eventually eliminates the adversary from the social network. SumUp offers immediate benefits to many popular websites that currently rely on users’ votes to rank content.

We applied SumUp on the social graph and voting trace of Digg and found strong evidence of Sybil attacks. In particular, we identified hundreds of suspicious articles that have been promoted to the “popular” status on Digg by possible Sybil attacks.

1.4 Incentivizing bandwidth contribution in P2P CDN

Apart from containing the damage of malicious activities, cooperative systems must also incentivize contribution from honest but selfish users. Among today’s cooperative systems, peer-to-peer content distribution networks (P2P CDNs) are particularly in need of incentive mechanism to encourage nodes to contribute their upload bandwidth. The existing BitTorrent P2P CDN only provides incentives for nodes to upload to each other if they are actively downloading the same file. However, as soon as nodes finish downloading, they no longer have incentives to become a seeder and upload to others. Therefore, despite a large number of nodes that have previously downloaded a complete copy of the file, BitTorrent must rely on altruistic nodes provided by the content distribu-
tor to provide sufficient seeding capacity. Recently, there is a surge of private BitTorrent communities which enforce an exclusive user membership and minimal contribution requirements [71]. Our measurement shows that the average download bandwidth in private BitTorrent communities is 8 to 10 times higher than that in public BitTorrent communities because private BitTorrent communities have more seeders [71]. This performance disparity demonstrates the importance of providing seeding incentives.

User reputation systems have the potential to serve as a flexible incentive mechanism to incentivize bandwidth contribution in P2P CDNs. Users that have contributed more to the system obtain higher reputations which in turn entitle them to receive higher quality of service. e.g. higher download speed. The expectation that one’s contribution is closely tied to his future service quality can be a strong incentive for contribution. Existing reputation systems suffer from two limitations. First, they are vulnerable to Sybil attacks and collusion [54]. In the Sybil attack, an adversary uses his Sybil identities to report fake downloads to increase his reputation. In collusion attack, many adversaries report fake downloads from each other in order to boost each other’s reputation. Second, the reputation scores calculated by existing proposals do not accurately capture a user’s past contribution.

To address both problems, we have designed the Credo reputation system [71] which encourages upload contribution by providing higher download speeds to nodes with higher reputation scores. In Credo, a node gives credits to those nodes that it has downloaded data from, and collects credits by uploading to others. Credo quantifies a node’s net contribution based on the credits that the node has collected from others. By counting the diversity of those credits (i.e. the number of distinct issuers of credits) rather than quantity, Credo limits the maximum reputation score of an adversary to the number of his admitted Sybil identities, regardless of the number of credits issued by these Sybil
identities. Since Credo uses Gatekeeper to manage user identities, an adversary can only have a few Sybil identities in the system. However, this technique alone cannot prevent multiple adversaries from colluding and sharing their Sybil identities with each other in order to increase the diversity. To address this collusion attack, Credo models the distribution of the amount of self-issued credits of honest users. This technique discourages Sybil identities from issuing abnormal amount credits compared with the modeled distribution. As a result, the Sybils issue similar amount of credits compared with honest users. Therefore, each adversary in the collusion group receives a fixed amount of credits from the Sybils independent from the size of the collusion group.

We implemented Credo in the Azureus BitTorrent client. Experiments on PlanetLab have shown that Credo significantly improves the download times of most nodes by motivating nodes that have finished downloading a file to stay in the system and upload to others.

1.5 Contributions

To summarize, this thesis makes three contributions:

- The Gatekeeper Sybil-resilient admission control protocol for limiting the number of Sybil identities admitted into a cooperative systems. Gatekeeper’s defense is optimal for the case of $O(1)$ attack edges and admits only $O(1)$ Sybil identities (with high probability). In the face of $O(k)$ attack edges (for any $k \in O(n/\log n)$), Gatekeeper admits $O(\log k)$ Sybils per attack edge.

- The SumUp Sybil-resilient vote aggregation system for limiting the number of bogus votes collected in an online content voting system. SumUp prevents the adversary from having more than $k$ of his bogus votes collected if he has $k$ attack
edges. Using user feedback on votes, SumUp further restricts the voting power of adversaries who continuously misbehave to below the number of their attack edges.

- The Credo credit-based reputation system for incentivizing bandwidth contribution in P2P CDNs. Credo reputation can capture users’ contribution precisely, and is resilient to Sybil and collusion attacks.

1.6 Thesis organization

The rest of this thesis starts with the description of Gatekeeper protocol and the comparison with SybilLimit in Chapter 2. We, then, describe the SumUp online content voting system and how to use SumUp to find real world Sybil attacks on Digg in Section 3. We explain the Credo reputation system in Chapter 4. The evaluation of each system is presented in its corresponding chapter. We summarize related work in Chapter 5 before concluding and discussing future work in Chapter 6.
Chapter 2

Optimal Sybil-resilient admission control

Open systems like Digg, Youtube, Facebook and BitTorrent allow any user on the Internet to join the system easily. Such lack of strong user identity makes these open systems vulnerable to Sybil attacks [19], where an attacker can use a large number of fake identities (Sybils) to pollute the system with bogus information and affect the correct functioning of the system. The only known promising defense against Sybil attacks is to use social networks to perform user admission control and limit the number of bogus identities admitted to the system [83, 84, 18, 73]. A link in the social network between two users represents a real-world trust relationship between the two users. It is reasonable to assume that an attacker usually has few links to honest users since establishing trust links requires significant human efforts. Therefore, Sybil-resilient admission control can be stated as follows: Consider a social network $G$ consisting of $n$ honest users and arbitrarily many Sybils connected to honest nodes via $k$ attack edges (an attack edge is a link between an honest and a Sybil node). Given an honest node
acting as the admission controller, determine the set of nodes to be admitted so that the vast majority of honest nodes in $\mathcal{G}$ are admitted and few Sybil nodes are admitted.

The knowledge of the social graph $\mathcal{G}$ may reside with a single party or be distributed across all users. Centralized node admission assumes complete knowledge of $\mathcal{G}$ (e.g. SybilInfer [18] and SumUp [73]) while distributed admission control only requires each user/node to be initially aware of only its immediate neighbors in $\mathcal{G}$ and seeks to discover all the other honest users/nodes in $\mathcal{G}$. This paper addresses the distributed node admission control problem.

We make a few important observations about the Sybil-resilient node admission problem. First, the problem is inherently probabilistic in its definition; hence, we seek to admit most honest nodes while limiting Sybil nodes. Finding a perfect algorithm that can detect all honest nodes and reject all Sybil nodes is fundamentally impossible. Second, the problem makes no assumption about $n$, the number of honest nodes in $\mathcal{G}$. As we show in our result, if the social network exhibits expander-graph properties, one does not require the knowledge of $n$ to solve the problem. Third, any distributed admission control protocol can also be run in a centralized setting and hence is more general than centralized admission control.

The distributed admission control problem has been studied in prior work. Sybil-Guard [84] is the first work to show an admission protocol which limits the number of admitted Sybil identities to be $O(\sqrt{n \log n})$ per attack edge, where $n$ is the number of honest users in the social network. SybilLimit [83] significantly improves over Sybil-Guard and limits the number of Sybils admitted per attack edge to $O(\log n)$.

In this paper, we present a distributed Sybil-resilient admission control protocol called Gatekeeper with the following results:

**Theorem:** Given a social network $\mathcal{G}$ which exhibits a random expander-graph prop-
Gatekeeper achieves the following properties with high probability:

1. In the face of $k$ attack edges with $k$ up to $O(n/\log n)$, Gatekeeper limits the number of admitted Sybil identities to be $O(\log k)$ per attack edge. This implies that only $O(1)$ Sybil nodes are admitted per attack edge if the attacker has $O(1)$ attack edges.

2. Gatekeeper admits almost all honest users.

To achieve these results, Gatekeeper uses an improved version of the ticket distribution algorithm in SumUp [73] to perform node admission control in a decentralized fashion. Gatekeeper executes the ticket distribution algorithm from multiple randomly chosen vantage points and combines the results to perform decentralized admission control. We prove the results under the assumption of random expander graphs, an assumption that holds for many existing social networks. Expander graphs are by nature fast-mixing, a common assumption made in SybilLimit and other related protocols [83, 84, 18, 36].

Our result establishes optimality and improves over SybilLimit by a factor $\log n$ in the face of $O(1)$ attack edges. Under constraints that attack edges are hard to establish and there is only a constant number of them, Gatekeeper is an optimal decentralized protocol for the Sybil-resilient admission control problem. The general result on admitting $O(\log k)$ Sybils per attack edge in the face of $k$ attack edges for any $k \in O(n/\log n)$ establishes a continuum across the attack capacity spectrum. This provides a graceful degradation with increased number of attack edges. In the worst case when $k = O(n/\log n)$, Gatekeeper achieves the same level of resilience as SybilLimit where both Gatekeeper and SybilLimit admit $O(\log n)$ Sybils per attack edge with high probability.

We have tested our protocol experimentally on real-world social networks and syn-
thetic topologies for varying number of attack edges. Our analysis shows that our protocol is able to drastically limit the number of admitted Sybil identities to a very small number while admitting almost all honest identities. Even when we significantly increase the number of attack edges to cover $\sim 2\%$ of the nodes, the number of admitted Sybil identities per attack edge remains very small.

### 2.1 System Model and Threat Model

We use a similar system model and threat model as those used in previous systems (e.g. SybilLimit [83], SybilGuard [84] and Whānau [36]). The system consists of $n$ honest nodes belonging to $n$ honest users. There exists an undirected social graph among all nodes in the system. A link between two honest users reflects the trust relationship between those users in the real-world. The knowledge of the social graph is distributed among all nodes. In particular, each honest node knows its immediate neighbors on the social graph and may not know the rest of the graph, including the value of $n$. Each node has a locally generated public/private key pair. A node knows the public-keys of its neighbors, however, there exists no public-key infrastructure that allows a node to correctly learn of all other nodes’ public-keys.

The system also has one or more malicious users and each malicious user controls a number of malicious Sybil nodes. All Sybil nodes may collude with each other and hence are collectively referred to as the adversary or attacker. Honest nodes behave according to the protocol specification while Sybil nodes are assumed to behave in a Byzantine fashion. The attacker may know the entire social graph and is able to create arbitrary links among his Sybil nodes. We assume the attacker has $k$ links with honest users (attack edges), where $k$ can be up to $O(n/\log n)$. 
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**Distributed admission control:** A node acting as an admission controller determines which of the other nodes (suspect nodes) should be admitted into the system. The process can either be creating a list of admitted nodes, or deciding whether a particular suspect node can be admitted or not. In the centralized setting, one typically assumes the existence of a trusted controller that performs admission control on behalf of all nodes. By contrast, in the distributed setting, there exists no centralized source of trust and each node must act as its own controller. Each controller needs to consult other nodes to make its admission decisions. We note that a node acts as its own controller as well as a suspect for other controllers.

**Sybil-resilient node admissions:** The goal of Sybil-resilient admission is two-fold – it should accept most honest nodes and it should admit few Sybil nodes. The attacker aims to maximize the number of admitted Sybil nodes, and to minimize the number of admitted honest nodes.

It is worth emphasizing that the number of admitted Sybil nodes is ultimately dependent on $k$, the number of attack edges. Specifically, since attack edges are indistinguishable from honest edges, any protocol that admits most honest nodes would admit approximately one Sybil node per attack edge, resulting in $k$ admitted Sybil nodes. The goal of a Sybil-resilient admission protocol is to approach this lower bound of one admitted Sybil node per attack edge. Separate mechanisms are required to ensure that $k$ is likely to be small. Today’s popular online social networks like Facebook do not promise small $k$. To minimize $k$, one can use techniques proposed in [3] and [77] to ensure that honest users only establish trust links with their close friends in the real-world so that the attacker is unlikely to possess many links to honest users, resulting in a small $k$. 
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2.2 Design Overview

In this section, we first describe the central component of Gatekeeper, the ticket distribution process. We proceed to discuss the challenges involved in using ticket distribution for node admission control and explain how Gatekeeper addresses these challenges.

2.2.1 Ticket Distribution

The principle building block of Gatekeeper is the ticket distribution process where each node acting as a ticket source disseminates $t$ “tickets” throughout the social network until a significant portion of the honest nodes receive some tickets. We originally designed the distribution algorithm for SumUp [73], a centralized Sybil-resilient vote collection system. SumUp uses ticket distribution to assign link capacities which are needed for its centralized max-flow computation. As we will see later, Gatekeeper uses ticket distribution completely differently.

We illustrate the ticket distribution process using the example of Figure 2.1 where the ticket source ($S$) intends to disseminate $t = 20$ tickets. Tickets propagate in a breadth-first-search (BFS) manner: Each node is placed (conceptually) at a BFS-level

![Figure 2.1: The ticket distribution process of a particular node $S$: The number on each link represents the number of tickets propagated via that link. The dotted lines are links between nodes at the same distant to the source.](image-url)
according to its shortest-path distance from $S$. $S$ divides the tickets evenly and sends them to its neighbors. Each node keeps one ticket to itself and distributes the rest evenly among its neighbors at the next level. In other words, a node does not send tickets back to neighbors that are at the same or smaller distance to the source. If a node does not have any outgoing links to the next level, it simply destroys all remaining tickets. The process continues until no tickets remain.

We use ticket distribution as a fundamental building block in Gatekeeper because of two considerations. First, since each node only needs knowledge of its immediate neighborhood to propagate tickets, the entire distribution process can be realized in a completely distributed manner. Second, as nodes propagate tickets in a BFS manner from the source, edges further away from the ticket source receive exponentially fewer tickets. Our intuition is that, since the attacker only controls a small number of attack edges, a randomly chosen ticket source is relatively “far away” from most attack edges, resulting in few tickets propagated along an attack edge. As a result, Gatekeeper may be able to directly use a received ticket as a token for a node’s admission.

### 2.2.2 Our approach

The naïve strategy for applying ticket distribution to admission control works as follows: each node admission controller ($S$) disseminates $n$ tickets and accepts a suspect node if and only if it has received some tickets from $S$. Such a strategy has two inherent limitations. First, it is infeasible to reach the vast majority (e.g. > 99%) of honest nodes by distributing $n$ tickets from a single ticket source. For example, the simulation experiments in [73] shows that only $\sim 60\%$ honest nodes receive some tickets. Second, in the presence of a single ticket source, an attacker may be able to strategically acquire some attack edge close to the source, resulting in a large amount of tickets being propagated.
to Sybil nodes via that attack edge.

The key idea of Gatekeeper is to perform distributed ticket distribution from *multiple* ticket sources. In Gatekeeper, an admission controller explicitly picks $m$ random nodes (using the random walk technique in [83]) to act as ticket sources. Each randomly chosen ticket source distributes $t$ tickets where $t$ is chosen such that $\frac{1}{2}$ nodes receive some tickets. Later in Section 2.5, we will show that a source only needs to send out $t = \Theta(n)$ tickets. We say that a node is *reachable* from a ticket source if it has received a ticket disseminated by the source. The admission controller admits a suspect node if and only if the node is reachable from at least $f_{\text{admit}} \cdot m$ ticket sources, where $f_{\text{admit}}$ is a small constant (our evaluations suggest using $f_{\text{admit}} = 0.2$).

Multi-source ticket distribution addresses both limitations associated with using a single ticket source. The first limitation is concerned with a single source not being able to reach the vast majority of honest nodes by sending only $t = \Theta(n)$ tickets. In Gatekeeper, an honest node not reachable from one source may be reached by other sources. Ultimately, an honest node is admitted as long as it is reachable by $f_{\text{admit}} \cdot m$ sources which is a high probability event. On the other hand, with a small number of attack edges, the attacker cannot appear close-by to many $m$ randomly chosen sources, and thus is unlikely to receive a large number of tickets from as many as $f_{\text{admit}} \cdot m$ sources. Therefore, by admitting only nodes reachable by $f_{\text{admit}} \cdot m$ sources, Gatekeeper ensures that the number of admitted Sybil nodes per attack edge is small. The second limitation is concerned with an attacker strategically acquires some attack edge close to a known ticket source. Gatekeeper solves this problem because the admission controller explicitly picks $m$ random ticket sources as opposed to acting as the ticket source itself. In Section 2.5, we present a detailed analysis of these intuitions.
2.3 Gatekeeper: The protocol

The Gatekeeper protocol consists of two phases: a *bootstrap phase* where each node acts as a ticket source to disseminate $\Theta(n)$ tickets throughout the network and an *admission phase* where a node acting as the admission controller selects $m$ ticket sources and accepts another node if that node possesses tickets from $f_{\text{admit}} \cdot m$ of the $m$ chosen sources. Below, we describe the details of these two phases:

2.3.1 Bootstrap: decentralized ticket distribution

To bootstrap the protocol, every node performs decentralized ticket distribution with the aim of reaching more than half of the honest nodes. Since ticket distribution proceeds in a BFS fashion, a forwarding node needs to know its neighbor’s “level” (i.e. the neighbor’s shortest path distance to the ticket source) in order to decide whether to forward that neighbor any tickets. In order to establish such shortest path knowledge, all nodes execute a secure path-vector based routing protocol. We adopt a known secure path-vector protocol [29] where a node explicitly advertises its shortest path to each ticket source using a signature chain signed by successive nodes along the path. As a result, Sybil nodes cannot disrupt the shortest path calculation among honest nodes.

The number of tickets a source should disseminate, $t$, is not a fixed parameter. Rather, each source adapts $t$ iteratively by estimating whether a sufficiently large fraction of nodes receive some tickets under the current value of $t$. We first describe how a source $S$ disseminates $t_j$ tickets in the $j$-th iteration and discuss how $S$ adapts $t_j$ later. Each ticket from $S$ consists of the current iteration number $j$, a sequence number $i \in [1..t_j]$, and a message authentication code (MAC) generated using the private key of $S$. The MAC is verifiable by the source and is necessary to prevent the forgery and
tampering of tickets.

A node $Q$ receiving $r$ tickets consumes one of them and evenly divides the other $r - 1$ tickets to those neighbors at the next BFS “level”, i.e. neighbors that are further away from $S$ than $Q$. Node $Q$ can learn which neighbors are further by requesting and verifying its neighbors’ shortest path signatures. If $Q$ has no such neighbor, it simply discards its remaining tickets. When $Q$ sends a ticket to its neighbor $R$, it explicitly transfers the ownership of that ticket by appending a tuple $(Q, R)$ to the ticket and signing the ticket with $Q$’s private key. If $Q$ consumes a ticket, it appends itself $(Q\ast)$ to denote the end of the transfer chain. The use of a signature chain allows a ticket source to detect a “double-spender”, i.e. a malicious node that has sent the same ticket to different nodes. The signature chain scheme represents one of many solutions for detecting double-spenders. Alternative mechanism include secure transferable e-cash schemes [10]) which allow a source node to act as a “bank” issuing e-coins as tickets.

In order to help source $S$ determine its reachable nodes, each node that has consumed a ticket from $S$ forwards its ticket in the reverse direction of the ticket’s signature chain. Suppose $S$ receives a ticket consumed by $Q$, $S$ must verify the validity of the signature chain associated with that ticket. In particular, $S$ checks that the chain is not “broken”, e.g., $(S, A), (A, B), (C, Q)$ is not valid because it misses the link $(B, C)$. Additionally, $S$ also checks in its database of received tickets to see if there is any double spending. For example, if $S$ discovers two tickets ($(S, A), (A, B), (B, Q)$) and ($(S, A), (A, B'), (B', Q')$), it will blacklist node $A$ as a double-spender and ignore both tickets. If $Q$’s ticket passes verification, $S$ records $Q$ in its database of reachable nodes.

Adjust the number of tickets distributed iteratively: After a pre-defined time period, the ticket source terminates the current $j$-th iteration of ticket distribution, and decides if it needs to proceed with the ($j + 1$)-th iteration with increased number of
tickets to be distributed. In particular, the ticket source samples a random subset \((W)\) of nodes in the social network by performing a number of random walks. Let \(R\) be the set of reachable nodes in the source’s database. If less than half of the sampled nodes are within the reachable set, i.e. \(\frac{|R \cap W|}{|W|} < \frac{1}{2}\), the source proceeds to the next iteration \((j + 1)\) with twice the amount of tickets, \(t_{j+1} = 2 \cdot t_j\).

Intuitively, when the attacker controls up to \(O(n/\log n)\) attack edges, only a negligible fraction of nodes \((o(1))\) are Sybils in the sampled set \((W)\) and the reachable set \((R)\). As a result, if the majority of the sampled nodes \((W)\) are not in \((R)\), it implies that the amount of tickets distributed in the current iteration is insufficient and the source should distribute more tickets in the next iteration. On the other hand, once the amount of tickets distributed reaches \(\Theta(n)\), the majority of honest nodes become reachable, thereby terminating the iterative process.

Our adaptive ticket adjustment process is similar to the benchmarking technique used in SybilLimit [83]. In SybilLimit, each node performs \(O(\sqrt{n})\) random walks and benchmarking is used to determine the number of random walks to perform without explicitly estimating \(n\). Similarly, in Gatekeeper, each ticket source adaptively decides on the amount of tickets to distribute \((t = \Theta(n))\) without having to explicitly estimate \(n\).

2.3.2 Node admission based on tickets

After all ticket sources have bootstrapped, each node can carry out its own admission control to decide upon a list of nodes to be admitted into the system.

To perform admission control, a controller first selects \(m\) random ticket sources by performing \(m\) random walks of length \(O(\log n)\). In fast-mixing social networks, a random walk of length \(O(\log n)\) reaches a destination node drawn from the node-
stationary distribution. Because nodes have varying degrees, a forwarding node $i$ picks neighbor $j$ as the random walk’s next hop with a probability weight of $\min\left(\frac{1}{d_i}, \frac{1}{d_j}\right)$, where $d_i$ and $d_j$ are the degree of node $i$ and $j$, respectively. This ensures that $m$ random walks sample $m$ nodes uniformly at random [18]. It is in the attacker’s best interest to claim that Sybil nodes have degree 1 in order to attract random walks into the Sybil region. To protect an unlucky controller who is a friend or a friend-of-a-friend of some Sybil node, we make an exception for honest nodes to forward random walks to its neighbors with equal probability during the first two hops of a random walk. We use the same strategy in [83] to estimate the required random walk length without the knowledge of $n$.

The controller asks each of the $m$ chosen ticket sources for its reachable node list. The controller admits a node if and only if that node has appeared in more than $f_{\text{admit}} \cdot m$ reachable lists returned by the $m$ chosen ticket sources. The parameter $f_{\text{admit}}$ is set to a fixed value 0.2 in our simulations and we will analyze how to set the appropriate value for $f_{\text{admit}}$ in Section 2.5.

### 2.4 Protocol Message Overhead

We consider the asymptotic message overhead of Gatekeeper when every node acts as a controller and compare to that of SybilLimit. During the bootstrap phase, the number of bits that need to be transferred during the ticket distribution process of a single source is $\Theta(n \log n)$ because the source sends out $\Theta(n)$ tickets and each ticket travels a path of length $\Theta(\log n)$. Therefore, in a network of $n$ ticket sources, the total message overhead is $\Theta(n^2 \log n)$. In the admission phase, each controller obtains $m$ node lists each of size $\Theta(n)$ from $m$ chosen ticket sources. When each node acts as a controller,
the total number of bits transferred during the admission phase is \( \Theta(n^2) \). Thus, the total message overhead incurred by Gatekeeper is \( \Theta(n^2 \log n) + \Theta(n^2) = \Theta(n^2 \log n) \). This overhead is the same as that of SybilLimit if every honest node aims to admit every other honest node. However, we must point out that if each controller only intends to admit a small constant of honest nodes, SybilLimit incurs only \( \Theta(n\sqrt{n \log n}) \) total overhead. By contrast, the total overhead in Gatekeeper is always \( \Theta(n^2 \log n) \) regardless of the number of honest nodes each controller intends to admit.

In some circumstances, it may be desirable to run Gatekeeper in a centralized setting using a single admission controller. For example, the online content voting site, Digg.com, may run Gatekeeper on its social graph using a single controller to decide upon the list of nodes allowed to cast votes. In these cases, Gatekeeper’s overall runtime is \( \Theta(n \log n) \), which is much better than that of SybilLimit (\( \Theta(n\sqrt{n \log n}) \)).

### 2.5 Security Analysis

We show Gatekeeper’s Sybil-resilience by proving that, if the attacker possesses \( k = O(n/ \log n) \) randomly injected attack edges, a controller admits at most \( O(\log k) \) Sybil nodes per attack edge and that each controller admits almost all honest nodes. Our proof makes certain assumptions about the social graph formed by honest users, denoted by \( G \). Specifically, we assume that:

1. \( G \) is a fixed degree sequence random graph constructed by the pairing method in [5, 43] with maximum node degree \( d \). It has been shown that the pairing method generates an expander graph with expansion factor \( \alpha \) with high probability. In other words, for every set \( W \) of vertices with fewer than \( n/2 \) nodes, \( |N(W)| \geq \alpha |W| \) where \( N(W) \) denotes the set of vertices adjacent to \( W \) but do not belong to
Compared to previous work which only assumes fast-mixing graphs [84, 83, 36], expanders represent a stronger assumption. Nevertheless, expander has been commonly used as reasonable model for large-scale social graphs.

2. $G$ is reasonably balanced. Let $\Delta_{half}(v)$ be the distance such that $v$ is less than $\Delta_{half}(v)$ distance away from more than half of the honest nodes. In other words, $\Delta_{half}(v)$ is the BFS-level when $v$ reaches more than $\frac{n}{2}$ nodes. Let $dist(u, v)$ be the distance between $u, v$. Define $S(v) = \{ u | u \in G, dist(u, v) \leq \Delta_{half}(u) \}$. In other words, $S(v)$ represents the set of ticket sources that deem $v$ as reachable.

We say $G$ is balanced if for almost all $v$, $\frac{|S(v)|}{n} > f_{th}$ for a constant threshold value $f_{th} < 0.5$. In probabilistic terms, $\Pr(\frac{|S(v)|}{n} < f_{th})$ for any randomly chosen $v$ is $o(1)$ (a function asymptotically lower than a constant). Most real world social graphs satisfy this balance criterion.

2.5.1 Gatekeeper admits $O(\log k)$ Sybils per attack edge

For this proof, we proceed in two steps: first, we bound the number of tickets sent to the attacker (via $k$ attack edges) by a randomly chosen ticket source to $O(k \log k)$. Second, we show at most $O(\log k)$ Sybil nodes can receive tickets from more than $f_{admit} \cdot m$ of the $m$ ticket sources using the Chernoff bound.

The more tickets a source distributes, the more tickets that likely end up with the attacker. Therefore, in order to bound the number of tickets received by the attacker, we must bound the number of tickets distributed by a ticket source, as described formally by the following theorem:

**Theorem 2.1.** Suppose the graph $G$ is a fixed degree sequence random graph constructed by the pairing method. The expected number of tickets required by a given
ticket source to reach more than \(n/2\) honest nodes is \(E[t] = \Theta(n)\). (see proof in Appendix A)

Given a ticket source \(u\), we order honest nodes from closest to farthest from \(u\) according to their BFS level. Let \(\Delta_{\text{small}}\) be the level of the \(\frac{\epsilon}{k} \cdot n\)-th node, where \(\epsilon\) is a small constant like 0.01. Let \(\Delta_{\text{big}}\) be the level of the \((1 - \frac{\epsilon}{k}) \cdot n\)-th node. In other words, \(\Delta_{\text{small}}, \Delta_{\text{big}}\) are chosen so that the BFS levels of \(1 - \frac{2\epsilon}{k}\) fraction of honest nodes fall between \((\Delta_{\text{small}}, \Delta_{\text{big}}]\). As a result, the probability that all \(k\) attack edges are at some distance within the range \((\Delta_{\text{small}}, \Delta_{\text{big}}]\) is \((1 - \frac{2\epsilon}{k})^k > 1 - 2\epsilon\), which is high because of small \(\epsilon\). Next, we will bound the number of tickets received by the attacker for the high probability event that all \(k\) attack edges lie within ticket distribution levels \((\Delta_{\text{small}}, \Delta_{\text{big}}]\).

**Lemma 2.2.** For a given ticket source \(u\), given that all \(k\) randomly injected attack edges are at some distance in the range \((\Delta_{\text{small}}, \Delta_{\text{big}}]\) from \(u\), the expected number of tickets received by the attacker is \(O(k \log k)\).

**Proof.** Let \(A_i\) be the number of \(u\)'s tickets that are sent from level-\(i\) to level-(\(i + 1\)). \(A_0 = t\) is the number of tickets distributed by the source \(u\). Let \(L_i\) be the number of nodes at level-\(i\). We can calculate the expected number of tickets that pass through a random node at level \((\Delta_{\text{small}}, \Delta_{\text{big}}]\) as:

\[
\sum_{\Delta_{\text{small}}+1}^{\Delta_{\text{big}}} \frac{A_{i-1}}{L(\Delta_{\text{small}}+1) + \cdots + L_{\Delta_{\text{big}}}} \leq (\Delta_{\text{big}} - \Delta_{\text{small}}) \frac{A_0}{L(\Delta_{\text{small}}+1) + \cdots + L_{\Delta_{\text{big}}}}
\]

(2.1)

(2.2)

By the definition of \(\Delta_{\text{small}}\) and \(\Delta_{\text{big}}\), we know that \((L(\Delta_{\text{small}}+1) + \cdots + L_{\Delta_{\text{big}}})\) has greater than \((1 - \frac{2\epsilon}{k})\) fraction of honest nodes. Furthermore, \(E(A_0) = E(t) = \Theta(n)\).
according to Theorem 2.1. Hence, \( L_{A_0} \Delta_{small} + \sum_{i=1}^{L_{big}} \leq O(1) \).

To show that \((\Delta_{big} - \Delta_{small})\) is \(O(\log k)\) we consider the two terms \((\Delta_{half} - \Delta_{small})\) and \((\Delta_{big} - \Delta_{half})\) where \( \Delta_{half} \) is the level where we reach the \( n/2 \)-th node in the BFS tree of \( u \). Because \( G \) is an expander with expansion factor \( \alpha \) across each level, we have \( \frac{\xi n}{k} \cdot \alpha^{\Delta_{half} - \Delta_{small}} \leq n/2 \). Hence \( \Delta_{half} - \Delta_{small} \) is \( O(\log k) \). Similarly, we can bound \( \Delta_{big} - \Delta_{half} \) to \( O(\log k) \) by expanding from graph from the \( \frac{\xi n}{k} \) nodes farthest from \( u \) to the \( n/2 \)-th node. Summing up the two results, we get \((\Delta_{half} - \Delta_{small})\) as \( O(\log k) \). Hence, we can bound the expected number of tickets received by a random node within the level range \((\Delta_{small}, \Delta_{big})\) to be \( O(\log k) \). Since an attack edge is connected to a random node at level within the range \((\Delta_{small}, \Delta_{big})\), the expected number of tickets received by an attack edge is bounded by \( O(\log k) \). Hence, with \( k \) attack edges all within this range, the expected number of tickets received by the attacker is \( O(\log k) \).

\[ \square \]

Based on Lemma 2.2, a ticket source gives \( O(k \log k) \) tickets to the attacker with \( k \) attack edges. However, the \( O(k \log k) \) bound is only in expectation and some ticket sources may give much more than the expected number of tickets to the attacker. By requiring each admitted node to receive tickets from at least \( f_{admit} \cdot m \) of \( m \) randomly chosen sources, we can prove the following theorem:

**Theorem 2.3.** Gatekeeper admits \( O(\log k) \) Sybils per attack edge with high probability.

**Proof.** Let \( T_1, T_2, \cdots, T_m \) be the random variables representing the total number of tickets received by the attacker via \( k \) attack edges from each of the \( m \) ticket sources. Since \( E(T_i) = O(\log k) \), according to Markov’s inequality, there exist constants, \( \beta > 1 \) and \( \tau < \frac{f_{admit}}{2} \), such that \( \Pr(T_i > \beta k \log k) \leq \tau \). In other words, the probability that any ticket source reaches more than \( \beta k \log k \) Sybil nodes is bounded by \( \tau \).
We define a new random variable, \( Z_i \), as follows:

\[
Z_i = \begin{cases} 
1 & \text{if } T_i \geq \beta k \log k \\
0 & \text{if } T_i < \beta k \log k 
\end{cases}
\]

Let \( z = Z_1 + Z_2 + \cdots + Z_m \). Since \( \Pr(Z_i = 1) < \tau \), using Chernoff bound, we can show that

\[
\Pr(z \geq \frac{m f_{\text{admit}}}{2}) \leq e^{-mD(\tau, \frac{f_{\text{admit}}}{2})}
\]

where \( D(\tau, \frac{f_{\text{admit}}}{2}) \) is the Kullback-Leibler divergence function that decreases exponentially with \( m \). Hence, with high probability, \( z \leq \frac{m f_{\text{admit}}}{2} \). We refer to the \( i \)-th source as type-A if \( Z_i = 1 \) or as type-B if \( Z_i = 0 \). Among the \( m \) sources, there are \( z \) type-A sources and \( m - z \) type-B sources.

Suppose \( \bar{s} \) Sybil nodes are finally admitted. In order to be admitted, each of the \( \bar{s} \) Sybils can present at most \( z \) tickets from type-A sources. Additionally, all \( \bar{s} \) Sybils can use at most \( (m - z)\beta k \log k \) tickets from type-B sources. Hence, the total number of tickets that can be used for the admission of \( \bar{s} \) Sybils is at most \( \bar{s}z + (m - z)\beta k \log k \). Since \( \bar{s} \) Sybils need at least \( \bar{s}f_{\text{admit}} \cdot m \) tickets for admission, we arrive at the following inequality:

\[
\bar{s} \cdot f_{\text{admit}} \cdot m \leq \bar{s} \cdot z + (m - z) \cdot \beta k \log k \\
\bar{s} \leq \frac{(m - z)}{f_{\text{admit}} \cdot (m - z)} \beta k \log k \\
\bar{s} \leq \frac{2 - f_{\text{admit}}}{f_{\text{admit}}} \beta k \log k \\
\frac{\bar{s}}{k} = O(\log k) \quad \square
\]
2.5.2 Gatekeeper admits most honest nodes

**Theorem 2.4.** Gatekeeper admits any honest node with high probability.

*Proof.* Recall our earlier definition of \( S(v) \), which represents the set of potential ticket sources that deem \( v \) as reachable. Since \( G \) is balanced, the probability that a randomly chosen ticket source can reach \( v \) is at least \( f_{th} \). Since the events that \( v \) is reachable from randomly chosen ticket sources are independent, we can apply the Chernoff bound to show that the probability \( v \) is reachable from less than \( f_{\text{admit}} \cdot m \) ticket sources is bounded by \( e^{-m \cdot D(f_{\text{admit}} \cdot f_{th})} \) where \( D(\cdot) \) is the Kullback-Leibler divergence function. Thus, when choosing \( f_{\text{admit}} \) such that \( f_{\text{admit}} < f_{th} \), the probability that an honest node is not admitted decreases exponentially with \( m \). Hence, Gatekeeper admits an honest node with high probability.

Note that we have proved both Theorem 2.3 and Theorem 2.4 for the case when all \( m \) ticket sources are honest. A Sybil node may be chosen as a source if a random walk escapes to the Sybil region of the graph. Let \( f_{\text{esc}} \) be the fraction of \( m \) sources in the Sybil region. When the attacker controls up to \( O(n/\log n) \) attack edges, with high probability, \( f_{\text{esc}} \) is asymptotically smaller than a constant, i.e. \( f_{\text{esc}} = o(1) \). Our earlier proofs can be extended to handle \( f_{\text{esc}} = o(1) \). Next, we analyze the worst case scenario when \( f_{\text{esc}} \) is non-negligible.

2.5.3 Worst Case Analysis

The worst case scenario applies to those few unlucky controllers that are extremely close to some attack edge, resulting in a non-negligible \( f_{\text{esc}} \). Let \( m' \) be the number of
honest sources, i.e. $m' = (1 - f_{\text{esc}}) \cdot m$. We adjust the proof for Theorem 2.3 to handle the case when only $m'$ sources are honest. For each of the $\bar{s}$ Sybils to be admitted, it can use at most $z$ tickets from type-A ticket sources and at most $(m' - z) \cdot \beta k \log k$ from type-B sources. Additionally, $\bar{s}$ Sybils can use $\bar{s} f_{\text{esc}} \cdot m$ from those ticket sources in the Sybil region. Recall that $z < f_{\text{admit}} m'$, we have:

\[
\bar{s} \cdot f_{\text{admit}} \cdot m \leq \bar{s} f_{\text{esc}} m + \bar{s} z + (m' - z) \beta k \log k \\
\bar{s} ((f_{\text{admit}} - f_{\text{esc}}) m - z) \leq (m' - z) \beta k \log k \\
\Rightarrow \frac{\bar{s}}{k} \leq \frac{(1 - f_{\text{esc}}) \cdot m - z}{(f_{\text{admit}} - f_{\text{esc}}) m - z} \beta \log k
\]

Therefore, to admit at most $O(\log k)$ Sybils per attack edge (i.e. $\frac{\bar{s}}{k} = O(\log k)$), the escape probability $f_{\text{esc}}$ must be small enough such that $(f_{\text{admit}} - f_{\text{esc}}) \cdot m - z > 0$. Since $z < \frac{f_{\text{admit}} m'}{2}$, we obtain that $f_{\text{esc}} < \frac{f_{\text{admit}}}{2 - f_{\text{admit}}}$.

We adjust the proof of Theorem 2.4 similarly. In order for an honest node to be admitted, it must possess tickets from $f_{\text{admit}} \cdot m$ nodes out of the $m'$ honest sources. Therefore, we require $f_{\text{admit}} < (1 - f_{\text{esc}}) f_{\text{th}}$, i.e. $f_{\text{esc}} < 1 - \frac{f_{\text{admit}}}{f_{\text{th}}}$. In summary, to satisfy both Theorem 2.3 and 2.4, we require that $f_{\text{admit}} < \min(\frac{f_{\text{admit}}}{2 - f_{\text{admit}}}, \frac{1 - f_{\text{admit}}}{f_{\text{th}}})$.

We use $f_{\text{admit}} = 0.2$ in our evaluations. Therefore, a controller admits $O(\log k)$ Sybil nodes per attack edge as long as $f_{\text{esc}} < 0.11$. As a concrete example, let us consider a controller with degree $d$ who is immediately adjacent to the attacker. In this case, $f_{\text{esc}} = 1/d$. Hence if $d$ is bigger than 9, $f_{\text{esc}}$ will be small enough to satisfy both Theorem 2.3 and 2.4. If $d$ is smaller than 9, the controller must be more than 1-hop away from the attacker to ensure that $f_{\text{esc}}$ is small enough.
Figure 2.2: The number of Sybil nodes accepted per attack edge as a function of the number of attack edges ($k$).

<table>
<thead>
<tr>
<th>Data set</th>
<th>Synthetic</th>
<th>YouTube [46]</th>
<th>Digg [73]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nodes</td>
<td>varying</td>
<td>446, 181</td>
<td>539, 242</td>
</tr>
<tr>
<td>Undirected edges</td>
<td>varying</td>
<td>1,728, 948</td>
<td>4,035, 247</td>
</tr>
<tr>
<td>Average:median degree</td>
<td>6 : 6</td>
<td>7.7 : 2</td>
<td>15 : 2</td>
</tr>
</tbody>
</table>

Table 2.1: Social graph statistics

2.6 Evaluation

We evaluate the effectiveness of Gatekeeper in both synthetic graphs and real-world social network topologies. Specifically, we show that Gatekeeper admits most honest nodes ($> 90\%$ across different topologies) and significantly limits the number of Sybils admitted per attack edge to a small value even in the face of a large number of attack edges ($k \approx 0.02 \cdot n$).

2.6.1 Experimental Methodology

For real-world social topologies, we use the YouTube [46] and Digg [73] graph. For synthetic graphs, we generate random graphs with average node degree of 6. Table 2.1 summarizes the basic graph statistics. To model the Sybil attack, we randomly choose a fraction of nodes to collude with the attacker so that all the edges of these nodes as attack edges. The attacker optimally allocates tickets to Sybils to maximize the
number of Sybils admitted. In each simulation run, we randomly select a controller to perform admission control and measure the number of Sybils admitted per attack edge and the number of honest nodes admitted. We repeat each experiment for 2000 runs and compute the average and the deviation. Unless otherwise mentioned, a controller uses $m = 100$ ticket sources and admits another node if it has received tickets from at least $f_{\text{admit}} = 0.2$ fraction of the $m$ sources.

2.6.2 Number of Sybils admitted

We first measure the number of Sybil nodes admitted per attack edge as a function of the number of attack edges ($k$). Figure 2.2 shows the number of admitted Sybil nodes as a function of $k$ for a random graph with 500,000 nodes, the YouTube graph and the Digg graph. Our theoretical result shows that Gatekeeper admits $O(\log k)$ Sybils per attack edge. Figure 2.2 confirms our analysis showing that the number of Sybils admitted per attack edge increases very slowly with $k$; even when $k$ reaches 2% of the network size (i.e. $k = 10,000$), the number of Sybils nodes accepted per attack edge remains smaller than 25.
SybilLimit
Dataset Synthetic \((n = 500,000)\)

<table>
<thead>
<tr>
<th>Parameter (w)</th>
<th>(r)</th>
<th>(f_{\text{admit}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>3200</td>
<td>0.2</td>
</tr>
<tr>
<td>15</td>
<td>3400</td>
<td>0.15</td>
</tr>
<tr>
<td>14</td>
<td>5100</td>
<td>0.15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sybils admitted per attack edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>40.3</td>
</tr>
<tr>
<td>49.1</td>
</tr>
<tr>
<td>45.1</td>
</tr>
</tbody>
</table>

Gatekeeper

<table>
<thead>
<tr>
<th>Parameter (f_{\text{admit}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
</tr>
<tr>
<td>4.9</td>
</tr>
<tr>
<td>7.1</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison with SybilLimit

Unlike SybilLimit, Gatekeeper’s bound on Sybils admitted per attack edge \(O(\log k)\) is independent of the network size \(n\) for a given \(k\). We have verified this property by running Gatekeeper on random graphs with different network sizes.

**Comparison with SybilLimit:** We compare the performance of Gatekeeper and SybilLimit under both synthetic and real graph topologies with \(k = 60\) attack edges. In separate experiments, we find the parameter values so that both Gatekeeper and SybilLimit admit > 95% honest nodes and use these values in our comparison.

Table 2.2 summarizes the parameter values used in each protocol and the number of Sybils admitted per attack edge. As we can see, SybilLimit admits 40 – 50 Sybils per attack edge across all the three topologies, while Gatekeeper admits only 1 – 7 Sybils nodes per attack edge. Therefore, Gatekeeper represents a significant improvement over SybilLimit in practical settings.

Compared to the random graph case, Gatekeeper accepts more Sybil nodes on the YouTube and Digg graphs because real-world graphs can exhibit certain asymmetries that are not present in a random graph. Because of this asymmetry, more tickets are dropped at some node with no neighbors at the next BFS-level. Having more ticket drops in turn causes a ticket source to send more tickets in order to reach more than half of honest nodes. As a result, attack edges also receive more tickets, thereby causing
more Sybils to be admitted.

### 2.6.3 Admitting honest nodes

The parameters $f_{\text{admit}}$ and $m$ affect the fraction of honest nodes admitted by Gatekeeper. Choosing the appropriate $f_{\text{admit}}$ is dependent on the balance properties of the graph. Figure 2.3 measures the fraction of honest nodes admitted for different values of $f_{\text{admit}}$ under various topologies. We can see that larger $f_{\text{admit}}$ results in fewer honest nodes being admitted. On the other hand, smaller $f_{\text{admit}}$ will increase the number of Sybils admitted by a constant factor. Since synthetically generated random graphs are more balanced than YouTube and Digg graphs, Gatekeeper admits higher fraction of honest nodes in the random graph than in YouTube and Digg graph for the same value of $f_{\text{admit}}$. When $f_{\text{admit}} = 0.2$, Gatekeeper can admit more than 90% honest nodes in all three graphs. Hence, we use 0.2 as the default value for $f_{\text{admit}}$. We have also experimented with varying $m$ and found that $m = 100$ was sufficient to admit most honest nodes across different topologies. Setting $m$ to be bigger than 100 yields diminishing returns.

### 2.6.4 Worst case scenario with a close-by attacker edge

The worst case scenario happens for controllers that are extremely close to some attack edge such that a significant fraction of the $m$ random walks escape into the Sybil region, causing the controller to use many Sybil nodes as ticket sources. To evaluate such worst case scenario, we ran Gatekeeper from different controllers with varying distances to some attack edge and recorded the fraction of the chosen ticket sources that turn out to be Sybil nodes, $f_{\text{esc}}$. 
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Figure 2.4: The average random walk escape probability, $f_{esc}$, as a function of the distance between the controller and the closest attack edge.

Figure 2.4 shows $f_{esc}$ as a function of the distance between the controller and the closest attack edge under various graph topologies. We can see that $f_{esc}$ drops off quickly to a negligible value as long as the controller is more than 2 hops away from the attacker. The worst case comes when the controller is the immediate neighbor of some attack edges. We first note that if $f_{esc} > f_{admit}$, the controller may accept arbitrarily many Sybil nodes because the $f_{esc} \cdot m$ sources can give infinitely many tickets to Sybils. As we have discussed in Section 2.5.3, our theoretical bound only holds when $f_{esc} < \frac{f_{admit}}{2 - f_{admit}}$. Specifically, with a default value of $f_{admit} = 0.2$, $f_{esc}$ must be smaller than 0.11. When the controller is immediately adjacent to some Sybil node, the escape probability is $1/d$ where $d$ is the controller’s node degree. Hence, only those controllers with more than 9 neighbors can afford to be-friend the attacker while still satisfying $f_{esc} < 0.11$ and achieving our proven bound.
Chapter 3

Sybil-resilient online content voting

The Web 2.0 revolution has fueled a massive proliferation of user-generated content. While allowing users to publish information has led to democratization of Web content and promoted diversity, it has also made the Web increasingly vulnerable to content pollution from spammers, advertisers and adversarial users misusing the system. Therefore, the ability to rank content accurately is key to the survival and the popularity of many user-content hosting sites. Similarly, content rating is also indispensable in peer-to-peer file sharing systems to help users avoid mislabeled or low quality content [42, 22, 76].

People have long realized the importance of incorporating user opinion in rating online content. Traditional ranking algorithms such as PageRank [6] and HITS [33] rely on implicit user opinions reflected in the link structures of hypertext documents. For arbitrary content types, user opinion can be obtained in the form of explicit votes. Many popular websites today rely on user votes to rank news (Digg, Reddit), videos (YouTube), documents (Scribd) and consumer reviews (Yelp, Amazon).

Content rating based on users’ votes is prone to vote manipulation by malicious users. Defending against vote manipulation is difficult due to the Sybil attack where
the attacker can out-vote real users by creating many Sybil identities. The popularity of content-hosting sites has made such attacks very profitable as malicious entities can promote low-quality content to a wide audience. Successful Sybil attacks have been observed in the wild. For example, online polling on the best computer science school motivated students to deploy automatic scripts to vote for their schools repeatedly [28]. There are even commercial services that help paying clients promote their content to the top spot on popular sites such as YouTube by voting from a large number of Sybil accounts [63].

In this paper, we present SumUp, a Sybil-resilient online content voting system that prevents adversaries from arbitrarily distorting voting results. SumUp leverages the trust relationships that already exist among users (e.g. in the form of social relationships). Since it takes human efforts to establish a trust link, the attacker is unlikely to possess many attack edges (links from honest users to an adversarial identity). Nevertheless, he may create many links among Sybil identities themselves.

SumUp addresses the vote aggregation problem which can be stated as follows: *Given* m *votes on a given object, of which an arbitrary fraction may be from Sybil identities created by an attacker, how do we collect votes in a Sybil resilient manner? *A Sybil-resilient vote aggregation solution should satisfy three properties. First, the solution should collect a significant fraction of votes from honest users. Second, if the attacker has* $e_A$ *attack edges, the maximum number of bogus votes should be bounded by* $e_A$, *independent of the attacker’s ability to create many Sybil identities behind him. Third, if the attacker repeatedly casts bogus votes, his ability to vote in the future should be diminished. SumUp achieves all three properties with high probability in the face of Sybil attacks. The key idea in SumUp is the adaptive vote flow technique that appropriately assigns and adjusts link capacities in the trust graph to collect the net vote for an*
object.

Previous works have also exploited the use of trust networks to limit Sybil attacks \cite{9, 37, 87, 84, 83, 47}, but none directly addresses the vote aggregation problem. Sybil-Limit \cite{83} performs admission control so that at most $O(\log n)$ Sybil identities are accepted per attack edge among $n$ honest identities. As SybilLimit results in 10~30 bogus votes per attack edge in a million-user system \cite{83}, SumUp provides notable improvement by limiting bogus votes to one per attack edge. Additionally, SumUp leverages user feedback to further diminish the voting power of adversaries that repeatedly vote maliciously.

In SumUp, each vote collector assigns capacities to links in the trust graph and computes a set of approximate max-flow paths from itself to all voters. Because only votes on paths with non-zero flows are counted, the number of bogus votes collected is limited by the total capacity of attack edges instead of links among Sybil identities. Typically, the number of voters on a given object is much smaller than the total user population ($n$). Based on this insight, SumUp assigns $C_{\text{max}}$ units of capacity in total, thereby limiting the number of votes that can be collected to be $C_{\text{max}}$. SumUp adjusts $C_{\text{max}}$ automatically according to the number of honest voters for each object so that it can aggregate a large fraction of votes from honest users. As $C_{\text{max}}$ is far less than $n$, the number of bogus votes collected on a single object (i.e. the attack capacity) is no more than the number of attack edges ($e_A$). SumUp’s security guarantee on bogus votes is probabilistic. If a vote collector happens to be close to an attack edge (a low probability event), the attack capacity could be much higher than $e_A$. By re-assigning link capacities using feedback, SumUp can restrict the attack capacity to be below $e_A$ even if the vote collector happens to be close to some attack edges.

Using a detailed evaluation of several existing social networks (YouTube, Flickr),
we show that SumUp successfully limits the number of bogus votes to the number of attack edges and is also able to collect $>90\%$ of votes from honest voters. By applying SumUp to the voting trace and social network of Digg (an online news voting site), we have found hundreds of suspicious articles that have been marked “popular” by Digg. Based on manual sampling, we believe that at least $50\%$ of suspicious articles exhibit strong evidence of Sybil attacks.

This chapter is organized as follows. In Section 3.1, we define the system model and the vote aggregation problem. Section 3.2 outlines the overall approach of SumUp and Sections 3.3 and 3.4 present the detailed design. In Section 2.6, we describe our evaluation results.

### 3.1 The Vote Aggregation Problem

In this section, we outline the system model and formalize the vote aggregation problem that SumUp addresses.

**System model:** We describe SumUp in a centralized setup where a trusted central authority maintains all the information in the system and performs vote aggregation using SumUp in order to rate content. This centralized mode of operation is suitable for web sites such as Digg, YouTube and Facebook, where all users’ votes and their trust relationships are collected and maintained by a single trusted entity.

SumUp leverages the trust network among users to defend against Sybil attacks [87, 9, 37, 84, 83]. Each trust link is directional. However, the creation of each link requires the consent of both users. Typically, user $i$ creates a trust link to $j$ if $i$ has an offline social relationship to $j$. Similar to previous work [47, 83], SumUp requires that links are difficult to establish. As a result, an attacker only possesses a small number of attack
edges \((e_A)\) from honest users to colluding adversarial identities. Even though \(e_A\) is small, the attacker can create many Sybil identities and link them to adversarial entities. We refer to votes from colluding adversaries and their Sybil identities as bogus votes.

SumUp aggregates votes from one or more trusted vote collectors. A trusted collector is required in order to break the symmetry between honest nodes and Sybil nodes [9]. SumUp can operate in two modes depending on the choice of trusted vote collectors. In personalized vote aggregation, SumUp uses each user as his own vote collector to collect the votes of others. As each user collects a different number of votes on the same object, she also has a different (personalized) ranking of content. In global vote aggregation, SumUp uses one or more pre-selected vote collectors to collect votes on behalf of all users. Global vote aggregation has the advantage of allowing for a single global ranking of all objects; however, its performance relies on the proper selection of trusted collectors.

**Vote Aggregation Problem:** Any identity in the trust network including Sybils can cast a vote on any object to express his opinion on that object. In the simplest case, each vote is either positive or negative (+1 or -1). Alternatively, to make a vote more expressive, its value can vary within a range with higher values indicating more favorable opinions. A vote aggregation system collects votes on a given object. Based on collected votes and various other features, a separate ranking system determines the final ranking of an object. The design of the final ranking system is outside the scope of this paper. However, we note that many ranking algorithms utilize both the number of votes and the average value of votes to determine an object’s rank [6, 33]. Therefore, to enable arbitrary ranking algorithms, a vote aggregation system should collect a significant fraction of votes from honest voters.

A voting system can also let the vote collector provide negative feedback on mali-
cious votes. In personalized vote aggregation, each collector gives feedback according to his personal taste. In global vote aggregation, the vote collector(s) should only provide objective feedback, e.g. negative feedback for positive votes on corrupted files. Such feedback is available for a very small subset of objects.

We describe the desired properties of a vote aggregation system. Let $G = (V, E)$ be a trust network with vote collector $s \in V$. $V$ is comprised of an unknown set of honest users $V_h \subset V$ (including $s$) and the attacker controls all vertices in $V \setminus V_h$, many of which represent Sybil identities. Let $e_A$ represent the number of attack edges from honest users in $V_h$ to $V \setminus V_h$. Given that nodes in $G$ cast votes on a specific object, a vote aggregation mechanism should achieve three properties:

- Collect a large fraction of votes from honest users.
- Limit the number of bogus votes from the attacker by $e_A$ independent of the number of Sybil identities in $V \setminus V_h$.
- Eventually ignore votes from nodes that repeatedly cast bogus votes using feedback.

### 3.2 Basic Approach

This section describes the intuition behind adaptive vote flow that SumUp uses to address the vote aggregation problem. The key idea of this approach is to appropriately assign link capacities to bound the attack capacity.

In order to limit the number of votes that Sybil identities can propagate for an object, SumUp computes a set of max-flow paths in the trust graph from the vote collector to all voters on a given object. Each vote flow consumes one unit of capacity along each
Figure 3.1: SumUp computes a set of approximate max-flow paths from the vote collector \( s \) to all voters (A,B,C,D). Straight lines denote trust links and curly dotted lines represent the vote flow paths along multiple links. Vote flow paths to honest voters are “congested” at links close to the collector while paths to Sybil voters are also congested at far-away attack edges.

When all links are assigned unit capacity, the attack capacity using the max-flow based approach is bounded by \( e_A \).

The concept of max-flow has been applied in several reputation systems based on trust networks [9, 37]. When applied in the context of vote aggregation, the challenge is that links close to the vote collector tend to become “congested” (as shown in Figure 3.1), thereby limiting the total number of votes collected to be no more than the collector’s node degree. Since practical trust networks are sparse with small median node degrees, only a few honest votes can be collected. We cannot simply enhance the capacity of each link to increase the number of votes collected since doing so also increases the attack capacity. Hence, a flow-based vote aggregation system faces the tradeoff between the maximum number of honest votes it can collect and the number of potentially bogus votes collected.

The adaptive vote flow technique addresses this tradeoff by exploiting two basic observations. First, the number of honest users voting for an object, even a popular one, is significantly smaller than the total number of users. For example, 99% of popular arti-
Figure 3.2: Through ticket distribution, SumUp creates a vote envelope around the collector. The capacities of links beyond the envelope are assigned to be one, limiting the attack capacity to be at most one per attack edge for adversaries outside this envelope. There is enough capacity within the envelope, such that nodes inside act like entry points for outside voters.

Articles on Digg have fewer than 4000 votes which represents 1% of active users. Second, vote flow paths to honest voters tend to be only “congested” at links close to the vote collector while paths to Sybil voters are also congested at a few attack edges. When $e_A$ is small, attack edges tend to be far away from the vote collector. As shown in Figure 3.1, vote flow paths to honest voters A and B are congested at the link $l_1$ while paths to Sybil identities C and D are congested at both $l_2$ and attack edge $l_3$.

The adaptive vote flow computation uses three key ideas. First, the algorithm restricts the maximum number of votes collected on an object to a value $C_{max}$. As $C_{max}$ is used to assign the overall capacity in the trust graph, a small $C_{max}$ results in less capacity for the attacker. SumUp can adaptively adjust $C_{max}$ to collect a large fraction of honest votes on any given object. When the number of honest voters is $O(n^\alpha)$ where $\alpha < 1$, the expected number of bogus votes is limited to $1 + o(1)$ per attack edge (Section 3.3.4).

The second important aspect of SumUp relates to capacity assignment, i.e. how to assign capacities to each trust link in order to collect a large fraction of honest votes and only a few bogus ones? In SumUp, the vote collector distributes $C_{max}$ tickets downstream in a breadth-first search manner within the trust network. The capacity assigned
to a link is the number of tickets distributed along the link plus one. As Figure 3.2 illustrates, the ticket distribution process introduces a vote envelope around the vote collector $s$; beyond the envelope all links have capacity 1. The vote envelope contains $C_{\text{max}}$ nodes that can be viewed as entry points. There is enough capacity within the envelope to collect $C_{\text{max}}$ votes from entry points. On the other hand, an attack edge beyond the envelope can propagate at most 1 vote regardless of the number of Sybil identities behind that edge. SumUp re-distributes tickets based on feedback to deal with attack edges within the envelope.

The final key idea in SumUp is to leverage user feedback to penalize attack edges that continuously propagate bogus votes. One cannot penalize individual identities since the attacker may always propagate bogus votes using new Sybil identities. Since an attack edge is always present in the path from the vote collector to a malicious voter [47], SumUp re-adjusts capacity assignment across links to reduce the capacity of penalized attack edges.

### 3.3 SumUp Design

In this section, we present the basic capacity assignment algorithm that achieves two of the three desired properties discussed in Section 3.1: (a) Collect a large fraction of votes from honest users; (b) Restrict the number of bogus votes to one per attack edge with high probability. Later in Section 3.4, we show how to adjust capacity based on feedback to deal with repeatedly misbehaved adversarial nodes.

We describe how link capacities are assigned given a particular $C_{\text{max}}$ in Section 3.3.1 and present a fast algorithm to calculate approximate max-flow paths in Section 3.3.2. In Section 3.3.3, we introduce an additional optimization strategy that prunes links in
the trust network so as to reduce the number of attack edges. We formally analyze the
security properties of SumUp in Section 3.3.4 and show how to adaptively set $C_{max}$ in
Section 3.3.5.

### 3.3.1 Capacity assignment

The goal of capacity assignment is twofold. On the one hand, the assignment should
allow the vote collector to gather a large fraction of honest votes. On the other hand, the
assignment should minimize the attack capacity such that $C_A \approx e_A$.

As Figure 3.2 illustrates, the basic idea of capacity assignment is to construct a
vote envelope around the vote collector with at least $C_{max}$ entry points. The goal is to
minimize the chances of including an attack edge in the envelope and to ensure that there
is enough capacity within the envelope so that all vote flows from $C_{max}$ entry points can
reach the collector.

We achieve this goal using a ticket distribution mechanism which results in decreasing capacities for links with increasing distance from the vote collector. The distribution
mechanism is best described using a propagation model where the vote collector is to
spread $C_{max}$ tickets across all links in the trust graph. Each ticket corresponds to a ca-
pacity value of 1. We associate each node with a level according to its shortest path
distance from the vote collector, $s$. Node $s$ is at level 0. Tickets are distributed to nodes
one level at a time. If a node at level $l$ has received $t_{in}$ tickets from nodes at level $l - 1$,
the node consumes one ticket and re-distributes the remaining tickets evenly across all
its outgoing links to nodes at level $l + 1$, i.e. $t_{out} = t_{in} - 1$. The capacity value of each
link is set to be one plus the number of tickets distributed on that link. Tickets are not
distributed to links connecting nodes at the same level or from a higher to lower level.
The set of nodes with positive incoming tickets fall within the vote envelope and thus
Figure 3.3: Each link shows the number of tickets distributed to that link from $s$ ($C_{\text{max}}=6$). A node consumes one ticket and distributes the remaining evenly via its outgoing links to the next level. Tickets are not distributed to links pointing to the same level ($B \rightarrow A$), or to a lower level ($E \rightarrow B$). The capacity of each link is equal to one plus the number of tickets.

represent the entry points.

Ticket distribution ensures that all $C_{\text{max}}$ entry points have positive vote flows to the vote collector. Therefore, if there exists an edge-independent path connecting one of the entry points to an outside voter, the corresponding vote can be collected. We show in Section 3.3.4 that such a path exists with good probability. When $C_{\text{max}}$ is much smaller than the number of honest nodes ($n$), the vote envelope is very small. Therefore, all attack edges reside outside the envelope, resulting in $C_A \approx e_A$ with high probability.

Figure 3.3 illustrates an example of the ticket distribution process. The vote collector ($s$) is to distribute $C_{\text{max}}=6$ tickets among all links. Each node collects tickets from its lower level neighbors, keeps one to itself and re-distributes the rest evenly across all outgoing links to the next level. In Figure 3.3, $s$ sends 3 tickets down each of its outgoing links. Since A has more outgoing links (3) than its remaining tickets (2), link $A \rightarrow D$ receives no tickets. Tickets are not distributed to links between nodes at the same level ($B \rightarrow A$) or to links from a higher to lower level ($E \rightarrow B$). The final number of tickets distributed on each link is shown in Figure 3.3. Except for immediate outgoing edges from the vote collector, the capacity value of each link is equal to the amount of tickets.
it receives plus one.

### 3.3.2 Approximate Max-flow calculation

Once capacity assignment is done, the task remains to calculate the set of max-flow paths from the vote collector to all voters on a given object. It is possible to use existing max-flow algorithms such as Ford-Fulkerson and Preflow push [14] to compute vote flows. Unfortunately, these existing algorithms require $O(E)$ running time to find each vote flow, where $E$ is the number of edges in the graph. Since vote aggregation only aims to collect a large fraction of honest votes, it is not necessary to compute exact max-flow paths. In particular, we can exploit the structure of capacity assignment to compute a set of approximate vote flows in $O(\Delta)$ time, where $\Delta$ is the diameter of the graph. For expander-like networks, $\Delta = O(\log n)$. For practical social networks with a few million users, $\Delta \approx 20$.

Our approximation algorithm works incrementally by finding one vote flow for a voter at a time. Unlike the classic Ford-Fulkerson algorithm, our approximation performs a greedy search from the voter to the collector in $O(\Delta)$ time instead of a breadth-first-search from the collector which takes $O(E)$ running time. Starting at a voter, the greedy search strategy attempts to explore a node at a lower level if there exists an incoming link with positive capacity. Since it is not always possible to find such a candidate for exploration, the approximation algorithm allows a threshold ($t$) of non-greedy steps which explores nodes at the same or a higher level. Therefore, the number of nodes visited by the greedy search is bounded by $(\Delta + 2t)$. Greedy search works well in practice. For links within the vote envelope, there is more capacity for lower-level links and hence greedy search is more likely to find a non-zero capacity path by exploring lower-level nodes. For links outside the vote envelope, greedy search results in short
paths to one of the vote entry points.

### 3.3.3 Optimization via link pruning

We introduce an optimization strategy that performs link pruning to reduce the number of attack edges, thereby reducing the attack capacity. Pruning is performed prior to link capacity assignment and its goal is to bound the in-degree of each node to a small value, $d_{\text{in,thresh}}$. As a result, the number of attack edges is reduced if some adversarial nodes have more than $d_{\text{in,thresh}}$ incoming edges from honest nodes. We speculate that the more honest neighbors an adversarial node has, the easier for it to trick an honest node into trusting it. Therefore, the number of attack edges in the pruned network is likely to be smaller than those in the original network. On the other hand, pruning is unlikely to affect honest users since each honest node only attempts to cast one vote via one of its incoming links.

Since it is not possible to accurately discern honest identities from Sybil identities, we give all identities the chance to have their votes collected. In other words, pruning should never disconnect a node. The minimally connected network that satisfies this requirement is a tree rooted at the vote collector. A tree topology minimizes attack edges but is also overly restrictive for honest nodes because each node has exactly one path from the collector: if that path is saturated, a vote cannot be collected. A better tradeoff is to allow each node to have at most $d_{\text{in,thresh}} > 1$ incoming links in the pruned network so that honest nodes have a large set of diverse paths while limiting each adversarial node to only $d_{\text{in,thresh}}$ attack edges. We examine the specific parameter choice of $d_{\text{in,thresh}}$ in Section 3.5.

Pruning each node to have at most $d_{\text{in,thresh}}$ incoming links is done in several steps. First, we remove all links except those connecting nodes at a lower level ($l$) to neighbors
at the next level \((l + 1)\). Next, we remove a subset of incoming links at each node so that the remaining links do not exceed \(d_{in\text{thres}}\). In the third step, we add back links removed in step one for nodes with fewer than \(d_{in\text{thres}}\) incoming links. Finally, we add one outgoing link back to nodes that have no outgoing links after step three, with priority given to links going to the next level. By preferentially preserving links from lower to higher levels, pruning does not interfere with SumUp’s capacity assignment and flow computation.

### 3.3.4 Security Properties

This section provides a formal analysis of the security properties of SumUp assuming an expander graph. Various measurement studies have shown that social networks are indeed expander-like [34]. The link pruning optimization does not destroy a graph’s expander property because it preserves the level of each node in the original graph.

Our analysis provides bounds on the expected attack capacity, \(C_A\), and the expected fraction of votes collected if \(C_{\text{max}}\) honest users vote. The average-case analysis assumes that each attack edge is a random link in the graph. For personalized vote aggregation, the expectation is taken over all vote collectors which include all honest nodes. In the unfortunate but rare scenario where an adversarial node is close to the vote collector, we can use feedback to re-adjust link capacities (Section 3.4).

**Theorem 3.1.** Given that the trust network \(G\) on \(n\) nodes is a bounded degree expander graph, the expected capacity per attack edge is \(\frac{E(C_A)}{e_A} = 1 + O(\frac{C_{\text{max}} \log C_{\text{max}}}{n})\) which is \(1 + o(1)\) if \(C_{\text{max}} = O(n^\alpha)\) for \(\alpha < 1\). If \(e_A \cdot C_{\text{max}} \ll n\), the capacity per attack edge is bounded by \(1\) with high probability.

**Proof.** Let \(L_i\) represent the number of nodes at level \(i\) with \(L_0 = 1\). Let \(E_i\) be the number
of edges pointing from level \(i-1\) to level \(i\). Notice that \(E_i \geq L_i\). Let \(T_i\) be the number of tickets propagated from level \(i-1\) to \(i\) with \(T_0 = C_{\text{max}}\). The number of tickets at each level is reduced by the number of nodes at the previous level (i.e. \(T_i = T_{i-1} - L_{i-1}\)).

Therefore, the number of levels with non-zero tickets is at most \(O(\log(C_{\text{max}}))\) as \(L_i\) grows exponentially in an expander graph. For a randomly placed attack edge, the probability of its being at level \(i\) is at most \(L_i/n\). Therefore, the expected capacity of a random attack edge can be calculated as

\[
1 + \sum_i \left( \frac{L_i}{n} \cdot \frac{T_i}{E_i} \right) < 1 + \sum_i \left( \frac{L_i}{n} \cdot \frac{C_{\text{max}}}{L_i} \right) = 1 + O\left(\frac{C_{\text{max}} \log C_{\text{max}}}{n}\right).
\]

Therefore, if \(C_{\text{max}} = O\left(n^\alpha\right)\) for \(\alpha < 1\), the expected attack capacity per attack edge is \(1 + o(1)\).

Since the number of nodes within the vote envelope is at most \(C_{\text{max}}\), the probability of a random attack edge being located outside the envelope is \(1 - \frac{C_{\text{max}}}{n}\). Therefore, the probability that any of the \(e_A\) attack edges lies within the vote envelope is \(1 - (1 - \frac{C_{\text{max}}}{n})^{\frac{e_A}{n}}\). Hence, if \(e_A \cdot C_{\text{max}} = n^\alpha\) where \(\alpha < 1\), the attack capacity is bounded by 1 with high probability.

\[\square\]

Theorem 3.1 is for expected capacity per attack edge. In the worse case when the vote collector is adjacent to some adversarial nodes, the attack capacity can be a significant fraction of \(C_{\text{max}}\). Such rare worst case scenarios are addressed in Section 3.4.

**Theorem 3.2.** Given that the trust network \(G\) on \(n\) nodes is a \(d\)-regular expander graph, the expected number of votes that can be collected out of \(n_v\) honest voters is

\[
F(C_{\text{max}}, n_v) = \frac{d - \lambda_2}{d} n_v \frac{m(n-m)}{n}
\]

where \(\lambda_2\) is the second largest eigenvalue of the adjacency matrix of \(G\), and \(m = \min\{C_{\text{max}}, n_v\}\).

**Proof.** SumUp creates a vote envelop consisting of \(C_{\text{max}}\) entry points via which votes are collected. To prove that there exists a large fraction of vote flows, we argue that the
minimum cut of the graph between the set of $C_{\text{max}}$ entry points and an arbitrary set of $C_{\text{max}}$ honest voters is large.

Expanders are well-connected graphs. In particular, the Expander mixing lemma [50] states that for any set $S$ and $T$ in a $d$-regular expander graph, the expected number of edges between $S$ and $T$ is $(d - \lambda_2)|S| \cdot |T|/n$, where $\lambda_2$ is the second largest eigenvalue of the adjacency matrix of $G$. Let $S$ be a set of nodes containing $C_{\text{max}}$ entry points and $T$ be a set of nodes containing $n_v$ honest voters, thus $|S| + |T| = n$ and $|S| \geq m$, $|T| \geq m$.

Therefore, the min-cut value between $S$ and $T$ is $= (d - \lambda_2)|S| \cdot |T|/n \geq (d - \lambda_2) \cdot m(n - m)/n$. The number of vote flows between $S$ and $T$ is at least $1/d$ of the min-cut value because each vote flow only uses one of an honest voter’s $d$ incoming links. Therefore, the votes that can be collected is at least $\frac{d - \lambda_2}{d} \frac{m(n - m)}{n}$. When $C_{\text{max}} \geq n_v$, i.e. $m = n_v$, the expected fraction of votes that can be collected out of $n_v$ honest voters is $\frac{d - \lambda_2}{d} (1 - \frac{n_v}{n})$. For well-connected graphs like expanders, $\lambda_2$ is well separated from $d$, so that a significant fraction of votes can be collected.

\[\square\]

### 3.3.5 Setting $C_{\text{max}}$ adaptively

When $n_v$ honest users vote on an object, SumUp should ideally set $C_{\text{max}}$ to be $n_v$ in order to collect a large fraction of honest votes on that object. In practice, $n_v/n$ is very small for any object, even a very popular one. Hence, $C_{\text{max}} = n_v \ll n$ and the expected capacity per attack edge is 1. We note that even if $n_v \approx n$, the attack capacity is still bounded by $O(\log n)$ per attack edge.

It is impossible to precisely calculate the number of honest votes ($n_v$). However, we can use the actual number of votes collected by SumUp as a lower bound estimate for $n_v$. Based on this intuition, SumUp adaptively sets $C_{\text{max}}$ according to the number of
votes collected for each object. The adaptation works as follows: For a given object, SumUp starts with a small initial value for $C_{\text{max}}$, e.g. $C_{\text{max}} = 100$. Subsequently, if the number of actual votes collected exceeds $\rho C_{\text{max}}$ where $\rho$ is a constant less than 1, SumUp doubles the $C_{\text{max}}$ in use and re-runs the capacity assignment and vote collection procedures. The doubling of $C_{\text{max}}$ continues until the number of collected votes becomes less than $\rho C_{\text{max}}$.

We show that this adaptive strategy is robust: 1) the maximum value of the resulting $C_{\text{max}}$ will not dramatically exceed $n_v$ regardless of the number of bogus votes cast by adversarial nodes, 2) resulting $C_{\text{max}}$ is big enough to collect big fraction of votes, i.e. $C_{\text{max}}$ won’t stop early.

**Resulting $C_{\text{max}}$ is not too big:** Since adversarial nodes attempt to cast enough bogus votes to saturate attack capacity, the number of votes collected is at most $n_v + C_A$ where $C_A = e_A(1 + \frac{C_{\text{max}}}{n} \log C_{\text{max}})$. The doubling of $C_{\text{max}}$ stops when the number of collected votes is less than $\rho C_{\text{max}}$. Therefore, the maximum value of $C_{\text{max}}$ that stops the adaptation is one that satisfies the following inequality:

$$n_v + e_A(1 + \frac{C_{\text{max}}}{n} \log C_{\text{max}}) < \rho C_{\text{max}}$$

Since $\log C_{\text{max}} \leq \log n$, the adaptation terminates with $C'_{\text{max}} = \frac{n_v + e_A}{(\rho - \frac{\log n}{n})}$. As $\rho \gg \frac{\log n}{n}$, we derive $C'_{\text{max}} = \frac{1}{\rho}(n_v + e_A)$. The adaptive strategy doubles $C_{\text{max}}$ every iteration, hence it overshoots by at most a factor of two. Therefore, the resulting $C_{\text{max}}$ found is $C_{\text{max}} = \frac{2}{\rho}(n_v + e_A)$. As we can see, the attacker can only affect the $C_{\text{max}}$ found by an additive factor of $e_A$. Since $e_A$ is small, the attacker has negligible influence on the $C_{\text{max}}$ found.
The previous analysis is done for the expected case with random attack edges. Even in a worst case scenario where some attack edges are very close to the vote collector, the adaptive strategy is still resilient against manipulation. In the worst case scenario, the attack capacity is proportional to $C_{\text{max}}$, i.e. $C_A = xC_{\text{max}}$. Since no vote aggregation scheme can defend against an attacker who controls a majority of immediate links from the vote collector, we are only interested in the case where $x < 0.5$. The adaptive strategy stops increasing $C_{\text{max}}$ when $n_v + xC_{\text{max}} < \rho C_{\text{max}}$, thus resulting in $C_{\text{max}} \leq \frac{2n_v}{\rho - x}$. As we can see, $\rho$ must be greater than $x$ to prevent the attacker from causing SumUp to increase $C_{\text{max}}$ to infinity. Therefore, we set $\rho = 0.5$ by default.

**Resulting $C_{\text{max}}$ is not too small:** Suppose $C_0$ is a constant satisfying $\rho C_0 = F(C_0, n_v)$. We will show that the resulting $C_{\text{max}}$ is at least $C_0$. Because $\frac{F(x,n_v)}{x}$ is a decreasing function, when $C_{\text{max}} < C_0$, we have:

$$\frac{F(C_0, n_v)}{C_0} < \frac{F(C_{\text{max}}, n_v)}{C_{\text{max}}}$$

$$\rho < \frac{F(C_{\text{max}}, n_v)}{C_{\text{max}}}$$

$$\rho C_{\text{max}} < F(C_{\text{max}}, n_v)$$

Because the number of votes collected is at least $F(C_{\text{max}}, n_v)$ by Theorem 3.2, the condition for doubling $C_{\text{max}}$ holds when $C_{\text{max}} < C_0$. When we pick $\rho$ small enough such that $\rho < \frac{d - \lambda_2 n - n_v}{\rho n}$, $C_0 = \frac{d - \lambda_2 n - n_v}{\rho n} n > n_v$. Hence, the resulting $C_{\text{max}}$ is bigger than number of honest voters.
3.4 Leveraging user feedback

The basic design presented in Section 3.3 does not address the worst case scenario where $C_A$ could be much higher than $e_A$. Furthermore, the basic design only bounds the number of bogus votes collected on a single object. As a result, adversaries can still cast up to $e_A$ bogus votes on every object in the system. In this section, we utilize feedback to address both problems.

SumUp maintains a penalty value for each link and uses the penalty in two ways. First, we adjust each link’s capacity assignment so that links with higher penalties have lower capacities. This helps reduce $C_A$ when some attack edges happen to be close to the vote collector. Second, we eliminate links whose penalties have exceeded a certain threshold. Therefore, if adversaries continuously misbehave, the attack capacity will drop below $e_A$ over time. We describe how SumUp calculates and uses penalty in the rest of the section.

3.4.1 Incorporating negative feedback

The vote collector can choose to associate negative feedback with voters if he believes their votes are malicious. Feedback may be performed for a very small set of objects—for example, when the collector finds out that an object is a bogus file or a virus.

SumUp keeps track of a penalty value, $p_i$, for each link $i$ in the trust network. For each voter receiving negative feedback, SumUp increments the penalty values for all links along the path to that voter. Specifically, if the link being penalized has capacity $c_i$, SumUp increments the link’s penalty by $1/c_i$. Scaling the increment by $c_i$ is intuitive; links with high capacities are close to the vote collector and hence are more likely to propagate some bogus votes even if they are honest links. Therefore, SumUp imposes a
lesser penalty on high capacity links.

It is necessary to penalize all links along the path instead of just the immediate link to the voter because that voter might be a Sybil identity created by some other attacker along the path. Punishing a link to a Sybil identity is useless as adversaries can easily create more such links. This way of incorporating negative feedback is inspired by Ostra [47]. Unlike Ostra, SumUp uses a customized flow network per vote collector and only allows the collector to incorporate feedback for its associated network in order to ensure that feedback is always trustworthy.

3.4.2 Capacity adjustment

The capacity assignment in Section 3.3.1 lets each node distribute incoming tickets evenly across all outgoing links. In the absence of feedback, it is reasonable to assume that all outgoing links are equally trustworthy and hence to assign them the same number of tickets. When negative feedback is available, a node should distribute fewer tickets to outgoing links with higher penalty values. Such adjustment is particularly useful in circumstances where adversaries are close to the vote collector and hence might receive a large number of tickets.

The goal of capacity adjustment is to compute a weight, $w(p_i)$, as a function of the link’s penalty. The number of tickets a node distributes to its outgoing link $i$ is proportional to the link’s weight, i.e. $t_i = t_{out} * w(p_i)/ \sum_{\forall i \in \text{nbrs}} w(p_i)$. The question then becomes how to compute $w(p_i)$. Clearly, a link with a high penalty value should have a smaller weight, i.e. $w(p_i) < w(p_j)$ if $p_i > p_j$. Another desirable property is that if the penalties on two links increase by the same amount, the ratio of their weights remains unchanged. In other words, the weight function should satisfy: $\forall p', p_i, p_j$, $\frac{w(p_i)}{w(p_j)} = \frac{w(p_i + p')}{w(p_j + p')}$. This requirement matches our intuition that if two links have accumulated
the same amount of additional penalties over a period of time, the relative capacities between them should remain the same. Since the exponential function satisfies both requirements, we use \( w(p_i) = 0.2^{p_i} \) by default.

### 3.4.3 Eliminating links using feedback

Capacity adjustment cannot reduce the attack capacity to below \( e_A \) since each link is assigned a minimum capacity value of one. To further reduce \( e_A \), we eliminate those links that received high amounts of negative feedback.

We use a heuristic for link elimination: we remove a link if its penalty exceeds a threshold value. We use a default threshold of five. Since we already prune the trust network (Section 3.3.3) before performing capacity assignment, we add back a previously pruned link if one exists after eliminating an incoming link. The reason why link elimination is useful can be explained intuitively: if adversaries continuously cast bogus votes on different objects over time, all attack edges will be eliminated eventually. On the other hand, although an honest user might have one of its incoming links eliminated because of a downstream attacker casting bad votes, he is unlikely to experience another elimination due to the same attacker since the attack edge connecting him to that attacker has also been eliminated. Despite this intuitive argument, there always exist pathological scenarios where link elimination affects some honest users, leaving them with no voting power. To address such potential drawbacks, we re-enact eliminated links at a slow rate over time. We evaluate the effect of link elimination in Section 2.6.
### Table 3.1: Statistics of the social network traces or synthetic model used for evaluating SumUp.

All statistics are for the strongly connected component (SCC).

<table>
<thead>
<tr>
<th>Network</th>
<th>Nodes ×1000</th>
<th>Edges ×1000</th>
<th>Degree 50%</th>
<th>Degree 90%</th>
<th>Directed?</th>
</tr>
</thead>
<tbody>
<tr>
<td>YouTube [47]</td>
<td>446</td>
<td>3,458</td>
<td>2 (12)</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Flickr [45]</td>
<td>1,530</td>
<td>21,399</td>
<td>1 (15)</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Synthetic [68]</td>
<td>3000</td>
<td>24,248</td>
<td>6 (15)</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>

### 3.5 Evaluation

In this section, we demonstrate SumUp’s security property using real-world social networks and voting traces. Our key results are:

- For all networks under evaluation, SumUp bounds the average number of bogus votes collected to be no more than $e_A$ while being able to collect $>90\%$ of honest votes when less than 1% of honest users vote.

- By incorporating feedback from the vote collector, SumUp dramatically cuts down the attack capacity for adversaries that continuously cast bogus votes.

- We apply SumUp to the voting trace and social network of Digg [1], a news aggregation site that uses votes to rank user-submitted news articles. SumUp has detected hundreds of suspicious articles that have been marked as “popular” by Digg. Based on manual sampling, we believe at least 50% of suspicious articles found by SumUp exhibit strong evidence of Sybil attacks.

#### 3.5.1 Experimental Setup

For the evaluation, we use a number of network datasets from different online social networking sites [45] as well as a synthetic social network [68] as the underlying trust
SumUp works for different types of trust networks as long as an attacker cannot obtain many attack edges easily in those networks. Table 3.1 gives the statistics of various datasets. For undirected networks, we treat each link as a pair of directed links. Unless explicitly mentioned, we use the YouTube network by default.

To evaluate the Sybil-resilience of SumUp, we inject $e_A = 100$ attack edges by adding 10 adversarial nodes each with links from 10 random honest nodes in the network. The attacker always casts the maximum bogus votes to saturate his capacity. Each experimental run involves a randomly chosen vote collector and a subset of nodes which serve as honest voters. SumUp adaptively adjusts $C_{max}$ using an initial value of 100 and $\rho = 0.5$. By default, the threshold of allowed non-greedy steps is 20. We plot the average statistic across five experimental runs in all graphs. In Section 3.5.6, we apply SumUp on the real world voting trace of Digg to examine how SumUp can be used to resist Sybil attacks in the wild.

### 3.5.2 Sybil-resilience of the basic design

The main goal of SumUp is to limit attack capacity while allowing honest users to vote. Figure 3.4 shows that the average attack capacity per attack edge remains close to 1 even when the number of honest voters approaches 10%. Furthermore, as shown in Figure 3.5, SumUp manages to collect more than 90% of all honest votes in all networks. Link pruning is disabled in these experiments. The three networks under evaluation have very different sizes and degree distributions (see Table 3.1). The fact that all three networks exhibit similar performance suggests that SumUp is robust against the topological details. Since SumUp adaptively sets $C_{max}$ in these experiments, the results also confirm that adaptation works well in finding a $C'_{max}$ that can collect most of the honest votes without significantly increasing attack capacity. We point out that the re-
Figure 3.4: The average capacity per attack edge as a function of the fraction of honest nodes that vote. The average capacity per attack edge remains close to 1, even if 1/10 of honest nodes vote.

Results in Figure 3.4 correspond to a random vote collector. For an unlucky vote collector close to an attack edge, he may experience a much larger than average attack capacity. In personalized vote collection, there are few unlucky collectors. These unlucky vote collectors need to use their own feedback on bogus votes to reduce attack capacity.

**Benefits of pruning:** The link pruning optimization, introduced in Section 3.3.3, further reduces the attack capacity by capping the number of attack edges an adversarial node can have. As Figure 3.6 shows, pruning does not affect the fraction of honest votes collected if the threshold \( d_{\text{in,jhres}} \) is greater than 3. Figure 3.6 represents data from the YouTube network and the results for other networks are similar. SumUp uses the default threshold \( d_{\text{in,jhres}} \) of 3. Figure 3.7 shows that the average attack capacity is greatly reduced when adversarial nodes have more than 3 attack edges. Since pruning attempts to restrict each node to at most 3 incoming links, additional attack edges are excluded from vote flow computation.
Figure 3.5: The fraction of votes collected as a function of fraction of honest nodes that vote. SumUp collects more than 80% votes, even 1/10 honest nodes vote.

![Graph showing the fraction of honest votes collected as a function of number of honest voters per total nodes. The graph includes data for YouTube, Flickr, and Synthetic scenarios.]

Figure 3.6: The fraction of votes collected for different $d_{in\_thres}$ (YouTube graph). More than 90% votes are collected when $d_{in\_thres} = 3$.

![Graph showing the fraction of honest votes collected as a function of number of honest voters per total nodes for different $d_{in\_thres}$ values. The graph includes data for no pruning, $d_{in\_thres} = 1$, and $d_{in\_thres} = 3$.]

Figure 3.7: Average attack capacity per attack edge decreases as the number of attack edges per adversary increases.

![Graph showing the average attack capacity per attack edge as a function of number of attack edges per adversary. The graph includes data for YouTube, Flickr, and Synthetic scenarios.]
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Figure 3.8: The fraction of votes collected for different threshold for non-greedy steps. More than 70% votes are collected even with a small threshold (10) for non-greedy steps.

Figure 3.9: The running time of one vote collector gathering up to 1000 votes. The Ford-Fulkerson max-flow algorithm takes 50 seconds to collect 1000 votes for the YouTube graph.
3.5.3 Effectiveness of greedy search

SumUp uses a fast greedy algorithm to calculate approximate max vote flows to voters. Greedy search enables SumUp to collect a majority of votes while using a small threshold \( t \) of non-greedy steps. Figure 3.8 shows the fraction of honest votes collected for the pruned YouTube graph. As we can see, with a small threshold of 20, the fraction of votes collected is more than 80%. Even when disallowing non-greedy steps completely, SumUp manages to collect > 40% of votes.

Figure 3.9 shows the running time of greedy-search for different networks. The experiments are performed on a single machine with an AMD Opteron 2.5GHz CPU and 8GB memory. SumUp takes around 5ms to collect 1000 votes from a single vote collector on YouTube and Flickr. The synthetic network incurs more running time as its links are more congested than those in YouTube and Flickr. The average non-greedy steps taken in the synthetic network is 6.5 as opposed to 0.8 for the YouTube graph. Greedy-search dramatically reduces the flow computation time. As a comparison, the Ford-Fulkerson max-flow algorithm requires 50 seconds to collect 1000 votes for the YouTube graph.

3.5.4 Comparison with SybilLimit

SybilLimit is a node admission protocol that leverages the trust network to allow an honest node to accept other honest nodes with high probability. It bounds the number of Sybil nodes accepted to be \( O(\log n) \). We can apply SybilLimit for vote aggregation by letting each vote collector compute a fixed set of accepted users based on the trust network. Subsequently, a vote is collected if and only if it comes from one of the accepted users. In contrast, SumUp does not calculate a fixed set of allowed users; rather,
it dynamically determines the set of voters that count toward each object. Such dynamic calculation allows SumUp to settle on a small $C_{\text{max}}$ while still collecting most of the honest votes. A small $C_{\text{max}}$ allows SumUp to bound attack capacity by $e_A$.

Figure 3.10 compares the average attack capacity in SumUp to that of SybilLimit for the un-pruned YouTube network. The attack capacity in SybilLimit refers to the number of Sybil nodes that are accepted by the vote collector. Since SybilLimit aims to accept nodes instead of votes, its attack capacity remains $O(\log n)$ regardless of the number of actual honest voters. Our implementation of SybilLimit uses the optimal set of parameters ($w = 15$, $r = 3000$) we determined manually. As Figure 3.10 shows, while SybilLimit allows 30 bogus votes per attack edge, SumUp results in approximately 1 vote per attack edge when the fraction of honest voters is less than 10%. When all nodes vote, SumUp leads to much lower attack capacity than SybilLimit even though both have the same $O(\log n)$ asymptotic bound per attack edge. This is due to two reasons. First, SumUp’s bound of $1 + \log n$ in Theorem 3.1 is a loose upper bound of the actual average capacity. Second, since links pointing to lower-level nodes are not eligible for ticket distribution, many incoming links of an adversarial nodes have zero
Figure 3.11: The change in attack capacity as adversaries continuously cast bogus votes (YouTube graph). Capacity adjustment and link elimination dramatically reduce $C_A$ while still allowing SumUp to collect more than 80% of the honest votes.

tickets and thus are assigned capacity of one.

### 3.5.5 Benefits of incorporating feedback

We evaluate the benefits of capacity adjustment and link elimination when the vote collector provides feedback on the bogus votes collected. Figure 3.11 corresponds to the worst case scenario where one of the vote collector’s four outgoing links is an attack edge. At every time step, there are 400 random honest users voting on an object and the attacker also votes with its maximum capacity. When collecting votes on the first object at time step 1, adaption results in $C_{max} = \frac{2n_v}{\rho - x} = 3200$ because $n_v = 400, \rho = 0.5, x = 1/4$. Therefore, the attacker manages to cast $\frac{1}{4}C_{max} = 800$ votes and outvote honest users. After incorporating the vote collector’s feedback after the first time step, the adjacent attack edge incurs a penalty of 1 which results in drastically reduced $C_A$ (97). If the vote collector continues to provide feedback on malicious votes, 90% of attack edges are eliminated after only 12 time steps. After another 10 time steps, all attack edges are eliminated, reducing $C_A$ to zero. However, because of our decision to slowly add back eliminated links, the attack capacity doesn’t remain at zero forever.
<table>
<thead>
<tr>
<th></th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Nodes</td>
<td>3,002,907</td>
</tr>
<tr>
<td>Number of Edges</td>
<td>5,063,244</td>
</tr>
<tr>
<td>Number of Nodes in SCC</td>
<td>466,326</td>
</tr>
<tr>
<td>Number of Edges in SCC</td>
<td>4,908,958</td>
</tr>
<tr>
<td>Out degree avg(50%, 90%)</td>
<td>10(1, 9)</td>
</tr>
<tr>
<td>In degree avg(50%, 90%)</td>
<td>10(2, 11)</td>
</tr>
<tr>
<td>Number of submitted (popular)</td>
<td>6,494,987</td>
</tr>
<tr>
<td>articles 2004/12/01-2008/09/21</td>
<td>(137,480)</td>
</tr>
<tr>
<td>Diggs on all articles</td>
<td>24(2, 15)</td>
</tr>
<tr>
<td>Diggs on popular articles</td>
<td>862(650, 1810)</td>
</tr>
<tr>
<td>avg(50%, 90%)</td>
<td></td>
</tr>
<tr>
<td>Hours since submission before</td>
<td>16(13, 23)</td>
</tr>
<tr>
<td>a popular article is marked as</td>
<td></td>
</tr>
<tr>
<td>popular. avg (50%, 90%)</td>
<td></td>
</tr>
<tr>
<td>Number of submitted (popular)</td>
<td>38,033</td>
</tr>
<tr>
<td>articles with bury data</td>
<td>5,794</td>
</tr>
<tr>
<td>available 2008/08/13-2008/09/15</td>
<td>(5,794)</td>
</tr>
</tbody>
</table>

Table 3.2: Basic statistics of the crawled Digg dataset. The strongly connected component (SCC) of Digg consists of 466,326 nodes.

Figure 3.11 also shows that link elimination has little effects on honest nodes as the fraction of honest votes collected always remains above 80%.

### 3.5.6 Defending Digg against Sybil attacks

In this section, we ask the following questions: Is there evidence of Sybil attacks in real world content voting systems? Can SumUp successfully limit bogus votes from Sybil identities? We apply SumUp to the voting trace and social network crawled from Digg to show the real world benefits of SumUp.

Digg [1] is a popular news aggregation site where any registered user can submit an article for others to vote on. A positive vote on an article is called a digg. A negative vote is called a bury. Digg marks a subset of submitted articles as “popular” articles and
displays them on its front page. In subsequent discussions, we use the terms popular or popularity only to refer to the popularity status of an article as marked by Digg. A Digg user can create a “follow” link to another user if he wants to browse all articles submitted by that user. We have crawled Digg to obtain the voting trace on all submitted articles since Digg’s launch (2004/12/01-2008/09/21) as well as the complete “follow” network between users. Unfortunately, unlike diggs, buried data is only available as a live stream. Furthermore, Digg does not reveal the user identity that cast a bury, preventing us from evaluating SumUp’s feedback mechanism. We have been streaming bury data since 2008/08/13. Table 3.2 shows the basic statistics of the Digg “follow” network and the two voting traces, one with bury data and one without. Although the strongly connected component (SCC) consists of only 15% of total nodes, 88% of votes come from nodes in the SCC.

There is enormous incentive for an attacker to get a submitted article marked as popular, thus promoting it to the front page of Digg which has several million page views per day. Our goal is to apply SumUp on the voting trace to reduce the number of successful attacks on the popularity marking mechanism of Digg. Unfortunately,
Figure 3.13: The distribution of the fraction of diggs collected by SumUp over all diggs before an article is marked as popular.

unlike experiments done in Section 3.5.2 and Section 3.5.5, there is no ground truth about which Digg users are adversaries. Instead, we have to use SumUp itself to find evidence of attacks and rely on manual sampling and other types of data to cross check the correctness of results.

Digg’s popularity ranking algorithm is intentionally not revealed to the public in order to mitigate gaming of the system. Nevertheless, we speculate that the number of diggs is a top contributor to an article’s popularity status. Figure 3.12 shows the distribution of the number of diggs an article received before it was marked as popular. Since more than 90% of popular articles are marked as such within 24 hours after submission, we also plot the number of diggs received within 24 hours of submission for all articles. The large difference between the two distributions indicates that the number of diggs plays an important role in determining an article’s popularity status.

Instead of simply adding up the actual number of diggs, what if Digg uses SumUp to collect all votes on an article? We use the identity of Kevin Rose, the founder of Digg, as the vote collector to aggregate all diggs on an article before it is marked as popular. Figure 3.13 shows the distribution of the fraction of votes collected by SumUp
over all diggs before an article is marked as popular. Our previous evaluation on various network topologies suggests that SumUp should be able to collect at least 90% of all votes. However, in Figure 3.13, there are a fair number of popular articles with much fewer than the expected fraction of diggs collected. For example, SumUp only manages to collect less than 50% of votes for 0.5% of popular articles. We hypothesize that the reason for collecting fewer than the expected votes is due to real world Sybil attacks.

Since there is no ground truth data to verify whether few collected diggs are indeed the result of attacks, we resort to manual inspection. We classify a popular article as suspicious if its fraction of diggs collected is less than a given threshold. Table 3.3 shows the result of manually inspecting 30 random articles out of all suspicious articles. The random samples for different thresholds are chosen independently. There are a number of obvious bogus articles such as advertisements, phishing articles and obscure political opinions. Of the remaining, we find many of them have an unusually large fraction (>30%) of new voters who registered on the same day as the article’s submission time. Some articles also have very few total diggs since becoming popular, a rare event since an article typically receives hundreds of votes after being shown on the front page of Digg. We find no obvious evidence of attack for roughly half of the sampled articles. Interviews with Digg attackers [30] reveal that, although there is a fair amount of attack activities on Digg, attackers do not usually promote obviously bogus material. This is likely due to Digg being a highly monitored system with fewer than a hundred articles becoming popular every day. Instead, attackers try to help paid customers promote normal or even good content or to boost their profiles within the Digg community.

As further evidence that a lower than expected fraction of collected diggs signals a possible attack, we examine Digg’s bury data for articles submitted after 2008/08/13, of which 5794 are marked as popular. Figure 3.14 plots the correlation between the
Table 3.3: Manual classification of 30 randomly sampled suspicious articles. We use different thresholds of the fraction of collected diggs for marking suspicious articles. An article is labeled as having many new voters if > 30% of its votes are from users who registered on the same day as the article’s submission date.

<table>
<thead>
<tr>
<th>Threshold of the fraction of collected diggs</th>
<th>20%</th>
<th>30%</th>
<th>40%</th>
<th>50%</th>
</tr>
</thead>
<tbody>
<tr>
<td># of suspicious articles</td>
<td>41</td>
<td>131</td>
<td>300</td>
<td>800</td>
</tr>
<tr>
<td>Advertisement</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Phishing</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Obscure political articles</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Many newly registered voters</td>
<td>11</td>
<td>7</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Fewer than 50 total diggs</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>No obvious attack</td>
<td>10</td>
<td>14</td>
<td>14</td>
<td>15</td>
</tr>
</tbody>
</table>

average number of bury votes on an article after it became popular vs. the fraction of the diggs SumUp collected before it was marked as popular. As Figure 3.14 reveals, the higher the fraction of diggs collected by SumUp, the fewer bury votes an article received after being marked as popular. Assuming most bury votes come from honest users that genuinely dislike the article, a large number of bury votes is a good indicator that the article is of dubious quality.

What are the voting patterns for suspicious articles? Since 88% diggs come from nodes within the SCC, we expect only 12% of diggs to originate from the rest of the network, which mostly consists of nodes with no incoming follow links. For most suspicious articles, the reason that SumUp collecting fewer than expected diggs is due to an unusually large fraction of votes coming from outside the SCC component. Since Digg’s popularity marking algorithm is not known, attackers might not bother to connect their Sybil identities to the SCC or to each other. Interestingly, we found 5 suspicious articles with sophisticated voting patterns where one voter is linked to many identities (∼ 30) that also vote on the same article. We believe the many identities behind that single
Figure 3.14: The average number of buries an article received after it was marked as popular as a function of the fraction of diggs collected by SumUp before it is marked as popular. The Figure covers 5,794 popular articles with bury data available.

voter are likely Sybil identities because those identities were all created on the same day as the article’s submission. Additionally, those identities all have similar usernames.
Chapter 4

Collusion-resilient credit-based reputation for peer-to-peer content distribution

With the recent growth in demand for high-quality multimedia content, capacity requirements for content distribution networks (CDNs) have increased proportionally. Peer-to-peer content distribution is a natural low cost option to scale distribution capacity. In a P2P CDN model, content providers serve content using a small number of “official” seeder nodes and rely on participating users to upload previously downloaded content to others. By aggregating the bandwidth of thousands or millions of participating users, P2P CDNs promise extremely high capacity at very low costs. However, in order to reach their full potential, P2P CDNs must address the long-standing challenge of incentivizing users to upload content to others.

The P2P incentive problem has been widely studied in the past. Unfortunately, popular solutions such as the tit-for-tat mechanism provided by BitTorrent [13] and vari-
ants [56, 38] are insufficient. BitTorrent only incentivizes those peers that are actively downloading the same file to upload to each other. Once a user completes a download, she has no incentive to act as a seeder and continue uploading. In practice, the distribution of content on popular torrent networks such as PirateBay is often heavy-tailed, with most files having only a few simultaneous downloaders. As a result, tit-for-tat is of little use as an incentive mechanism in these scenarios. An ideal incentive mechanism should motivate users to contribute to the P2P CDN even after completing their downloads. This is sometimes referred to as the seeder promotion problem [65]).

Existing studies [44] as well as our own measurement experiments suggest that P2P CDNs can achieve significant performance boost by addressing the seeder promotion problem (Section 4.1). However, the current solutions for solving the seeder promotion problem is unsatisfactory. PPLive and PPStream distribute proprietary software in that hope that the software cannot be modified to avoid uploading. However, proprietary software discourages third-party implementation and prevents external code auditing. Popular private BitTorrent communities such as TorrentLeech and What.CD maintain an invitation-only membership. These communities keep track of members’ self-reported upload contribution, and kick out members that have failed to make the required amount of contribution. For example, in TorrentLeech, each peer must serve as a seeder for a file for 24 hours after downloading and upload at least 0.4 times of its downloaded amount. Unfortunately, selfish nodes can purposefully misreport their upload contributions, an attack that is becoming increasingly common in private BitTorrent communities [23]. Current defenses against such attacks are very limited and involves banning client software which can be modified to misreport information (e.g. Vuze, Deluge).

One promising direction for solving the seeder promotion problem is to design a robust reputation system. In such a system, a user’s reputation score accurately reflects
her upload contribution – to encourage contribution, P2P CDNs can give preferential
treatment to users with high reputation; thus the more a peer contributes (in terms of its
uploads) the better the service (in terms of download speed) it gets. The major challenge
in designing such a reputation system is ensuring a user’s reputation score accurately re-
fects their upload contribution; malicious users should not be able to acquire excessively
high reputation scores via collusion or Sybil attacks. In this paper, we propose Credo,
a credit-based reputation system that addresses both challenges and show how it can be
applied to P2P CDNs to solve the seeder promotion problem.

To track a node’s contribution in Credo, a seeder collects a signed upload receipt
whenever it uploads a chunk of data to another node. Credo employs a central server to
periodically aggregate upload receipts from nodes and compute a reputation score for
each node based on these receipts.

Attacks via collusion and Sybil identities are particularly challenging for reputation
systems. Specifically, a number of colluding adversarial nodes may generate a large
number of upload receipts for each other using their respective Sybil identities without
performing any actual uploads. Credo’s reputation algorithm employs two techniques
to defend against such attacks.

First, Credo bounds the reputation gain of attackers by measuring upload contribu-
tion using the concept of credit transfers. Credo keeps track of a credit set ($C$) for each
node and transfers a credit from node A’s set to B if node B has uploaded a data chunk
to A, as indicated by the corresponding upload receipt. A node with many uploads will
have a large number of credits while a node with many downloads has large number of
debits (i.e. there are many credits of that node in others’ credit sets). Credo measures
a node’s reputation score by its credit sets diversity which counts no more than a few
credits from the same node. Credit diversity allows Credo to bound the maximum rep-
utation score of colluders: for $k$ colluding adversaries each with $s$ Sybil identities, their maximum reputation is only $\lambda \cdot k \cdot s$.

Second, Credo limits sustained collusion attacks where Sybil identities continuously generate upload receipts for colluding adversarial nodes. Sustained attacks are characterized by credit sets that contain disproportionately many credits from identities with large debits. Credo models the distribution of node debits and filters a node’s credit set according to the measured distribution. The filtering step in Credo is important as it ensures that an adversarial node’s reputation score will eventually decrease after it has downloaded a bounded amount of data from honest nodes.

We make three contributions in this paper.

- We propose the design of Credo. To the best of our knowledge, Credo is the first reputation scheme that accurately assign nodes reputation scores which reflect their contributions while providing quantifiable guarantees for resistance against Sybil and collusion attacks.

- We present an analysis of Credo’s security guarantees in the face of $k$ colluding adversarial nodes each controlling $s$ Sybil identities. Each adversary’s reputation score is upper bounded by $\lambda \cdot k \cdot s$. Furthermore, an adversarial node can download at most $O(s \cdot \bar{d})$ data chunks where $\bar{d}$ is the average debits of honest nodes before its reputation score is diminished.

- We show our implementation of Credo scales to handle a large number of peer nodes. Simulation results based on the transfer log of an existing P2P CDN show that Credo can accurately capture node contribution and defend against attacks in practical workloads.
4.1 Seeder promotion problem

The importance of seeder promotion. BitTorrent’s tit-for-tat mechanism only motivates nodes that are currently downloading the same file to upload to each other. Once a node finishes downloading, there’s no incentive for it to stay online and upload to others. Despite such lack of incentive, BitTorrent works fairly well in practice when there are a few altruistic high-capacity nodes available [57]. Therefore it is worth investigating how much practical performance gain is achievable if nodes are incentivized to stay online and become seeders after completing downloads.

In existing P2P distribution systems, most streams do not have a large number of simultaneous downloading nodes (leechers). In fact, the majority of data transfers (> 80%) in various BitTorrent communities are between seeders and leechers [44]. For most streams, large numbers of simultaneous leechers only occur during the first few days when a very popular file initially appears. As a result, because seeders perform most of the uploads, the more seeders there are in the system, the better the download speed of leechers. Seeder promotion motivates nodes that have completed downloads to stay online and act as a seeder – this leads to more seeders and better performance. One way to quantify the impact of seeder promotion is to compare the performance of public BitTorr ents to that of private BitTorr ents. While there is no incentive for seeding in a public BitTorrent, a private BitTorrent demands a certain level of upload contribution from each node in order to maintain the node’s membership.

We measured the download speed in a public BitTorrent system (PirateBay) as well as three private BitTorrent communities (Demonoid, What.CD and TorrentLeech). Of the three private BitTorrent communities, What.CD and TorrentLeech demand a certain minimum level of upload contribution (or sharing ratio) from each member in order to
stay in the community while Demonoid has no such requirement. For each BitTorrent community, we joined 100 recently active swarms in that community and measured the download speeds of nodes in the swarm by periodically connecting to a node to obtain its download progress.

Figure 4.1 shows the cumulative distribution of observed download speed in all four BitTorrent communities. As we can see, private communities which incentivizes upload contribution (i.e. TorrentLeech and What.CD) achieve $6-7\times$ the median download speed of PirateBay (a public BitTorrent) and Demonoid (a private community with no upload incentive). We also found that the ratio of seeders to leechers in TorrentLeech and What.CD is more then $10\times$ those in PirateBay and Demonoid; this difference in available seeders is a large component of the performance gap between the private and public systems. Our observations are similar to another recent measurement study on a different set of private BitTorrent communities [44]. Based on these results, we hypothesize that P2P CDNs can achieve significant performance gain by addressing the seeder promotion problem.
Fairness incentivizes contribution. How to motivate selfish nodes to act as seeders? We assume that the utility of each peer is characterized by its average download speed and the goal of each peer is to employ a strategy that maximizes its download speed. It is worth pointing out that a selfish peer is not necessarily interested in minimizing its upload cost: each user has a different threshold for acceptable upload cost. This model of selfish peers is similar to that proposed in [38]. A P2P CDN is considered as fair if the more a peer contributes to the system (i.e. uploads) relative to its consumption (i.e. downloads), the better average download speed it experiences when competing with other downloaders. We hypothesize that, in a fair P2P CDN, nodes are motivated to act as seeders to achieve better download speeds in return.

Achieving fairness is more flexible than enforcing a specific sharing ratio as done in private BitTorrent communities such as TorrentLeech. With a specific sharing ratio, a peer has no incentives to upload more than its required sharing ratio. Worse yet, a peer unable to meet the sharing ratio requirement for various non-selfish reasons (e.g. it is seeding unpopular files or has small upload capacity compared to its download capacity) risks getting expelled from the system.

Our fairness notion maps naturally to a reputation system where each peer’s reputation score reflects its net contribution (i.e. its uploads minus its downloads) and each peer allocates its upload capacity to active downloaders according to their reputation scores. However, this reputation based approach faces two practical challenges: (a) how to capture a peer’s net contribution? (b) how to defend against attacks on the reputation system itself? The goal of our work is design a reputation system that addresses both these challenges.
4.2 Approach

At a high-level, Credo keeps track of each node’s upload contribution using signed “receipts”: in exchange for downloading a data chunk from seeder \( B \), node \( A \) generates a signed receipt \((A \rightarrow B)\) and gives it to \( B \). Credo employs a central server to periodically aggregate upload receipts collected by all nodes and compute each node’s reputation score based on these receipts. To promote contribution, each seeder preferentially selects nodes with higher reputation scores among competing download requests to upload data to.

Credo performs Sybil-resilient member admission control to prevent an attacker from joining the system with an arbitrarily large number of Sybil identities. However, each attacker can still participate in the system with a few \((s)\) Sybil identities to manipulate Credo’s reputation mechanism. The main contribution of Credo is a centralized reputation algorithm that calculates a reputation score for each node based on the collection of upload receipts. The algorithm achieves quantifiable security guarantees for its defense against both Sybil and collusion attacks. In a Sybil attack, an adversarial node uses the few Sybil identities under its control to boost its own reputation score without performing actual uploads. Furthermore, several attackers can collude together with their respective Sybil identities to boost each others reputation score. Next, we describe the two key ideas in Credo’s reputation algorithm.

1. Measuring contribution using credit diversity. The set of receipts from all nodes form the upload graph. Figure 4.2 shows two example graphs where the link \( C \rightarrow B \) with weight 2 indicates that \( B \) has uploaded 2 data chunks to \( C \). The naive method of measuring a node’s net contribution is to calculate the difference between a node’s weighted incoming links and its outgoing links. For example, in Figure 4.2(a), \( A \)’s net
Figure 4.2: The upload graph formed by receipts, e.g. the link $C \rightarrow B$ of weight 2 denotes that $B$ has uploaded 2 data chunk to $C$. The naive method of measuring each node’s net contribution by the difference between a node’s weighted incoming links and outgoing links is vulnerable to the Sybil attack. For example, in (b), $A$ instructs its Sybil identity $A'$ to generate a large number of upload receipts for $A$.

c ontribution is calculated as 5. The naive method accurately captures the net contribution of honest nodes but is extremely vulnerable to Sybil and collusion attacks. For example, in Figure 4.2(b), attacker $E$ instructs its Sybil identity $E'$ to generate 100 upload receipts for $E$, thereby increasing the net contribution of $E$ to 90 without having to perform any actual uploads. How can we measure a node’s net contribution while remaining resilient to this type of attack?

Intuitively, node $A$’s upload contribution in Figure 4.2(a) is more “diverse” than that of $E$ in Figure 4.2(b) because the node ($D$) that $A$ has uploaded to has also uploaded to other nodes while the node ($E'$) that $E$ has uploaded to has made no contribution. We capture this notion of diversity using the concept of credit transfers. Credo’s reputation algorithm maintains two quantities for each node: (1) the node’s credit set ($C$), represented as a multi-set. (2) the node’s debits ($d$), represented as a number. For example, $C_A = \{C : 1, D : 2\}$ indicates that $A$’s credit set consists of 1 credit issued by $C$ and 2 credits issued by $D$. The algorithm processes every link in the upload graph by performing a “credit transfer”. For example, to process $A \rightarrow B$, the algorithm removes one randomly chosen credit from $A$’s credit set and adds it to $B$’s set. The issuer of a
credit does not change as it is transferred to another credit set. If \( A \)'s credit set is empty, the algorithm increments \( A \)'s debits \((d_A)\) by 1 and adds a new credit issued by \( A \) to \( B \)'s credit set.

The credit-based processing causes nodes with more “diverse” contribution to have credit sets with more distinct credits. For example, \( A \)'s credit set in Figure 4.2(a) may become \( C_A = \{C : 1, B : 3, D : 1\} \) while \( E \)'s credit set in Figure 4.2(b) is simply \( C_E = \{E' : 100\} \). We measure credit diversity by the number of distinct issuers in a credit set. However, since a node might repeatedly upload to the same node, we count \( \lambda > 1 \) credits from each distinct issuer. The default \( \lambda \) value is 3. For example, for \( C_A = \{C : 1, B : 3, D : 1\} \), \( diversity(C_A) = 5 \). For \( C_E = \{E' : 100\} \), \( diversity(C_E) = 3 \).

A node’s reputation is calculated based on its credit diversity and its debits:

\[
rep = diversity(C) - d
\] (4.1)

Credit diversity limits the maximum reputation gain of Sybil attacks. If an adversarial node has only \( s \) Sybil identities, its maximum reputation score is only \( \lambda \cdot s \) without performing any uploads. Moreover, even if a set of \( k \) adversaries each with \( s \) Sybil identities collude, the reputation score of each adversarial node is bounded by \( \lambda \cdot k \cdot s \).

Credit diversity may under-estimate the contribution of an honest node if it repeatedly performs many uploads to another node who has done little contribution itself, a behavior indistinguishable from that of an adversarial node launching Sybil attack. Fortunately such a scenario is unlikely to occur – honest node preferentially upload to the downloaders with the highest reputation, and as high reputation nodes have a large and diverse credit set themselves, an honest seeder will able to increase its credit diversity by obtaining upload receipts from them, as our later evaluations demonstrate (Section 4.6).
Figure 4.3: Two adversarial nodes \((E, F)\) collude by obtaining from each of their respective Sybil identities \((E', F')\) 3 upload receipts. As \(E\) downloads from honest node \(A\) (dotted link \(E \rightarrow A\)), \(E\) can replenish its diminished credit set by obtaining new upload receipts from Sybils (dotted links \(E' \rightarrow E, F' \rightarrow F\)).

Existing graph-based reputation schemes are based on Eigenvalue [6, 31] or max-flow computations [21, 9]. However, with Eigenvalue [6, 31] methods, a node’s reputation score does \textit{not} necessarily reflect its net contribution. In particular, a node can improve its reputation score more by uploading the same amount of data to those nodes with higher reputations. Credo employs a similar credit transfer mechanism as currency systems [55, 79, 11, 65], but its use of credits is very different. Currency systems give the same download service to all node who possess currency tokens and deny service to “bankrupted” nodes. By contrast, Credo uses each node’s credit set to calculate its reputation score and gives preferential service to those nodes with higher reputations.

2. \textbf{Credit filtering based on good behavior.} Although using credit diversity limits the maximum reputation score, each colluding adversarial node can still maintain its maximum reputation score without any contribution no matter how much data it has downloaded from others. That is because every Sybil node can issue arbitrarily many upload receipts to replenish the credit set of an adversarial node. For example, in Figure 4.3, adversarial nodes \(E\) and \(F\) collude with their respective Sybils to achieve a credit set of diversity 6. If \(E\) downloads 6 units of data from honest node \(A\) (shown by the dotted link \(E \rightarrow A\)), \(E\)’s credit set should ideally decrease by 6. However, \(E\) could
easily request more upload receipts from the Sybils $E'$ and $F'$ (shown by dotted links $E' \rightarrow E, F' \rightarrow E$) to maintain a credit diversity of $2\lambda$ at all times no matter how much data it downloads from honest nodes.

To mitigate such sustained collusion attacks, Credo’s reputation algorithm explicitly models the typical behavior of honest nodes. More concretely, the algorithm measures the distribution of debits of all nodes. The debit distribution as observed in the credit set of an honest node should not deviate too much from the measured distribution. We use such knowledge to filter a node’s credit set to obtain a subset of credits, $C' \subset C$, such that the observed debit distribution in $C'$ conforms to the measured distribution. We augment Equation 4.1 to use the filtered set ($C'$) for calculating credit diversity. The filtering step significantly limits an adversarial node’s ability to carry on sustained attacks.

**Summary:** The combination of ideas 1 and 2 defends against Sybil and collusion attacks. Specifically, credit diversity limits the maximum reputation score of an attacker. Credit filtering ensures that an adversarial node’s reputation score goes down after it has downloaded a bounded amount of data from honest nodes.

### 4.3 Credo Design

In this section, we first describe the overall system architecture including how nodes generate upload receipts and how reputation scores are utilized. Next, we explain how Credo computes node reputations based on aggregated upload receipts.

#### 4.3.1 System Architecture

The Credo system consists of a trusted central server as well as a large collection of peer nodes. The central server performs Sybil-resilient node admission control and
is responsible for aggregating upload receipts and computing reputation for all peers. A peer node may act as a *seeder* who stores a complete file and uploads chunks of it to others. A peer node may also act as a *leecher* to download missing file chunks from other seeders or leechers. Credo focuses on the interaction between seeders and leechers which constitute the majority (>80%) of data transfers [44] and lets the normal BitTorrent protocol handle data exchange among leechers.

**Node admission:** The central server admits a new node into the system by generating a public/private key pair for the admitted node. A node can prove its membership in the system to another node by presenting its public key certificate signed by the central server. Credo must prevent an attacker from joining the system with an arbitrarily large number of Sybil identities. The central server employs existing Sybil-resilient admission control methods such as schemes based on a fairly strong type of user identity (such as credit card numbers or cellphone numbers) or algorithms based on the social network among users [83, 84, 72]. Sybil-resilient admission control cannot prevent an adversarial node from joining the system but limit each adversarial node to a small number (s) of Sybil identities.

**Obtain upload receipts for seeding:** A seeder gets an upload receipt after uploading one data chunk (of size up to 1MB) to a leecher. For example, if seeder A has uploaded to B, A obtains the receipt of the form \([A \leftarrow B, SHA1(data), ts]\) signed by B’s private key. SHA1(data) is the hash of the data block being uploaded from A to B and ts is the current timestamp according to B.

A leecher might refuse to generate the required upload receipt after downloading data from a seeder. To deter such behavior, we borrow the fair-exchange protocol from BAR Gossip [40]. Specifically, to upload data to B, seeder A first transfers the encrypted data chunk to B and then gives B the decryption key only if A receives a valid upload
receipt from $B$. The symmetric key used by $A$ to encrypt data is uniquely determined by $A$’s private key ($Prv_A$) and the content hash of the data chunk (SHA1(data)). In addition to the encrypted data, $A$ also includes a signed tuple [SHA1(data),SHA1(encrypted data)] to bind its words that the encrypted data correspond to the data chunk being requested. $B$ can only obtain the decryption key after sending the proper upload receipt to $A$. In the case that $B$ does not receive any valid decryption key from $A$ after it has sent the upload receipt, $B$ sends the upload receipt to the central server. Since the central server knows all nodes’ private key, it can re-generate the decryption key based on $A$’s private key and SHA1(data) and give it to $B$. If seeder $A$ uploads garbage data to $B$, $B$ will report $A$’s misbehavior to the central server with a verifiable proof including the encrypted data chunk and the signed [SHA1(data),SHA1(encrypted data)].

Aggregate upload receipts: Every peer node periodically transfers its newly received upload receipts to the central server. Since all honest nodes should verify every received upload receipt, the central server only samples a small fraction (e.g. 10%) of aggregated receipts to check their validity. Upon detecting an invalid receipt, the server can punish the corresponding seeder for presenting the bogus receipt by reducing its reputation score or suspending its membership.

The central server computes a reputation score for each node every few hours (default is four). Only upload receipts generated in the last $\tau$ time period are used for reputation computation. We pick $\tau$ to be two weeks, a period short enough so that a node is motivated to continuously contribute to the system and yet is also long enough for a node’s past contribution to affect its current reputation score.

Each node can request a signed reputation certificate from the central server indicating its current reputation score. A leecher presents the reputation certificate as part of its download request to a seeder. Each seeder in Credo designates a small number of
upload slots to serve a few leechers at a time. When there are more download requests than upload slots, the seeder picks those leechers with top reputation scores among all competing requests to serve.

### 4.3.2 Credit-based reputation computation

The most interesting component of Credo is the algorithm used by the central server to compute node reputation based on the collection of aggregated upload receipts. As summarized earlier in Section 4.2, the algorithm processes the upload graph by performing credit transfers between nodes. The algorithm resists against Sybil and collusion attacks by filtering each node’s credit set according to modeled honest behavior and quantifying a node’s upload contribution by its credit diversity.

#### 4.3.2.1 Credit transfer

The set of upload receipts form a directed graph with weighted links. A cycle in the graph with the same weight on each link represents a fair exchange among those nodes. Therefore, the algorithm first prunes the graph by removing such cycles. For example, if there exist link $A \rightarrow B$ with weight 5, link $B \rightarrow C$ with weight 2, and link $C \rightarrow A$ with weight 2, the pruned graph only contains link $A \rightarrow B$ with weight 3. Since all cycles are removed, the pruned graph becomes a direct acyclic graph (DAG).

The algorithm processes the graph in the topological sort order, i.e. a node is processed only if all of its predecessors were processed. For example, nodes in the graph of Figure 4.2(a) is processed in the order C, B, D, A and the ordering of processing for Figure 4.2(b) is \{E', C\}, E, B. All nodes initially have an empty credit set ($C = \emptyset$) and zero debits ($d = 0$). Each node is processed by examining all links pointing to it. To process link $A \rightarrow B$ of weight $w$, the algorithm first checks if the number of credits in
Figure 4.4: Credo models the behavior of honest nodes with $Z$-distribution ($Z$ is the random variable corresponding to the number of credits issued by a random node. The white bars correspond to the result-
dominantly chosen credit). Credo represents $Z$-distribution (dotted lines) by
adding $m$ bins with exponentially increasing sizes.

$C_A$ is more than $w$. If it is the case, we subtract $w$ randomly chosen credits from ($C_A$) and adds them to $C_B$. If that is not the case, then we make up for the difference $x$ by adding $x$ credits issued by A to $C_B$ and incrementing A’s debits by $x$. In Figure 4.2(a), C ends up with credit set $C_C = \emptyset$ and $d_C = 2$ and B has credit set $C_B = \emptyset$ and $d_B = 1$.

In Figure 4.2(b), B ends up with credit set $C_B = \{E' : 10, C : 2\}$ and $d_B = 0$. The algorithm continues until it has processed all links in the DAG.

After processing the graph, to calculate a node’s reputation score, the algorithm first filters its credit set $C$ to obtain a set of “good” credits, $C' \subseteq C$. It then computes the diversity of $C'$ to bound the maximum reputation gain of collusion and Sybil attacks. When calculating diversity($C'$), we count no more than $\lambda$ credits from the same node.

The final reputation score is calculated as diversity($C'$) − $d$. In the next section, we explain how the filtering step is performed to mitigate sustained collusion and Sybil attacks.
4.3.2.2 Credit filtering

The goal of credit filtering is to choose a subset of credits $C'$ such that the distribution of the debits for the issuers of credits in $C'$ approximates the overall debit distribution of honest nodes in the system. Since an adversarial node performing sustained Sybil and collusion attacks ends up with a credit set that may significantly deviate from the overall debit distribution, the filtering step will effectively remove many credits from the adversary’s credit set, leading to a diminished reputation score.

**Computing the overall debit distribution:** Let $X$ be the random variable of the debit of a node chosen randomly among those nodes with positive debits. Since a few Sybil identities may skew the distribution of $X$ with extremely large debits, we use a truncated distribution of $X$ that excludes a small fraction ($\delta$) of nodes with the most debits. As a result, as long as the set of colluding Sybil identities do not exceed $\delta$ of all nodes, they cannot affect the measured distribution $X$.

Let $Z$ be the random variable of the debit of the issuing node for a randomly chosen credit in the credit sets of all nodes. We model an honest node’s credit set as a collection of randomly chosen credits in the system. Thus, we expect the debit distribution corresponding to collection of credits in an honest node’s credit set to approximate the distribution of $Z$.

We can derive the distribution of $Z$ from that of $X$ as follows,

$$Pr(Z = x) = \frac{Pr(X = x)x}{E(X)} \quad (4.2)$$

The algorithm represents the $Z$-distribution using a set of probability density bounds that correspond to $m$ bins, as shown in Figure 4.4. Let the range of the $i$-th bin be $[b_i, b_{i+1})$. The ranges of the bins are chosen so that the size of successive bins in-
creases exponentially, i.e. \( \frac{b_{i+1}}{b_i} = \gamma \) where \( \gamma \) is a small constant bigger than 1. Our security bound for Credo’s collusion resilience is dependent on the choice of \( \gamma \) (Section 4.4). The probability density of the \( i \)-th bin is calculated as \( Pr(b_i \leq Z < b_{i+1}) \).

Let \( p_i = \frac{Pr(b_i \leq X < b_{i+1}) \cdot b_i}{E(X)} \). We can see that \( p_i \) is the lower bound of \( Pr(b_i \leq Z < b_{i+1}) \), because:

\[
Pr(b_i \leq Z < b_{i+1}) = \frac{\sum_{b_i \leq x < b_{i+1}} Pr(X = x) \cdot x}{E(X)}
\]

The set of lower bounds \( p_i \) is used to ensure that the observed debit distribution for credits in the filtered credit set does not deviate too much from the overall \( Z \)-distribution. In particular, let \( Z' \) be the random variable of the debit of the issuing node for a random credit in a filtered credit set \( C' \), it must satisfy \( Pr(b_i \leq Z' < b_{i+1}) \geq p_i \) for all \( i \).

**Filter credit set using \( Z \)-distribution:** In order to extract a subset of credits \( C' \) whose debit distribution matches the overall \( Z \)-distribution, the algorithm chooses credits for \( C' \) so that the fraction of credits in the \( i \)-th bin exceeds \( p_i \). A credit is classified to the \( i \)-th bin if its issuer has a debit value within \( [b_i, b_{i+1}) \).

When there is a sustained collusion attack, the credit set of an adversarial node consists of an “unusually” large number of credits in bins with large \( i \)'s because their issuers (Sybils) have very large debits. This causes the fraction of credits in bins with small \( i \)'s to be lower than the required lower bound. The filtering step will evict credits in the bin of large \( i \)'s in order to increase fraction of credits in bins with smaller \( i \)'s. Figure 4.5 gives an example. As can be seen, the original credit set \( C \) consists of many credits in bins corresponding to issuers with large debits. (the high grey bar at the rightmost side). After filtering, the number of credits accepted in that range is significantly reduced (the
white bar at the rightmost side) according to the expected lower bound for each bin (the dotted bins).

The filtering process proceeds as follows. Let \( c_i \) be the number of credits classified to the \( i \)-th bin. When filtering the credit set to arrive at \( C' \), the algorithm ensures that:

\[
\frac{c_i}{|C'| \cdot p_i} \geq 1 \quad \forall i \in [0, m)
\]  

(4.3)

We use a greedy heuristic for picking a set of credits that pass the test specified by Equation 4.3. In particular, we start with the original credit set \( C \) and check for the validity of the test. If the test fails with the \( i \)-th bin having the highest value of \( \frac{c_i}{|C'| p_i} \), we remove one credit from the \( i \)-th bin. We prefer to remove the credit which has the same issuer with at least \( \lambda \) other credits in the set. If there is no such credit, we remove a random one. We repeat this process until the test passes or no more credits are left. The remaining credits form the filtered set \( C' \).

4.4 Security properties

In this section, we present analysis results to quantify how Credo limits sustained collusion attacks. Colluding adversarial nodes exchange upload receipts issued by their Sybil identities (see example in Figure 4.3). We assume that colluders are self-interested individuals: they divide the Sybil-issued receipts among themselves so that each adversarial node is benefitted equally from the collusion. For the simplicity of discussion, we only show the analysis for the scenario where adversarial nodes do not contribute any uploads to the system.

**Theorem 4.1.** Suppose there are \( k \) self-interested colluding adversarial nodes, each
with $s$ Sybil identities. Credo limits the maximum reputation of an adversarial node to be $\lambda \cdot k \cdot s$. More importantly, the average number of data chunks that an adversarial node can download with the maximum reputation score is at most $s \cdot \gamma \cdot \bar{d}$, where $\bar{d}$ is the average debits of an honest node.

Proof. Since an adversarial node has no upload contribution, the credits in its credit set are belong to Sybil identities in the collusion group. Hence, the maximum credit diversity of $k$ colluding adversaries is $\lambda \cdot k \cdot s$, resulting in maximum reputation score of $\lambda \cdot k \cdot s$.

Next, we prove the bound on the maximum downloads an adversarial node can perform with maximum reputation. Let $X'$ be the random variable of the debit of a Sybil identity and let $Z'$ be the random variable of the debit of the issuer (a Sybil identity) of a randomly chosen credit among the credits of adversarial nodes. We know that $Pr(Z' = x) = \frac{Pr(X' = x)}{E(X')}$.

Since adversarial nodes divide the upload receipts issued by Sybils among themselves, the debit distribution for each adversary’s credit set can be approximated by the overall distribution $Z'$.

The filtering process ensures that the filtered credit set of an adversary passes the set of $p_i$ tests, i.e.:

$$p_i < Pr(b_i \leq Z' < b_{i+1})$$
$$< \frac{Pr(b_i \leq X' < b_{i+1}) \cdot b_{i+1}}{E(X')} \quad (4.4)$$

Substituting $p_i = \frac{Pr(b_i \leq X < b_{i+1}) \cdot b_i}{E(X)}$ into Inequality 4.4 and re-arranging sides, we ob-
tained:

\[
E(X') \leq \frac{b_{i+1}}{b_i} E(X) \cdot \frac{Pr(b_i \leq X' < b_{i+1})}{Pr(b_i \leq X < b_{i+1})} \cdot \frac{Pr(b_i \leq X' < b_{i+1})}{Pr(b_i \leq X < b_{i+1})}
\]

(4.5)

In Inequality 4.5, \( \gamma \) is determined by the number of chosen bins \((m)\) such that \( \gamma = \frac{b_{i+1}}{b_i} \) for all \( i \). Moreover, Inequality 4.5 holds true for all \( i \). As the last step of simplification, we use the property that for any given positive numbers \( a, b_1, c_1, b_2, c_2, \) if \( a \leq \frac{b_1}{c_1} \) and \( a \leq \frac{b_2}{c_2} \), then \( a \leq \frac{b_1 + b_2}{c_1 + c_2} \). Applying this observation to Inequality 4.5 for all \( i \), we obtain:

\[
E(X') \leq \gamma \cdot E(X)
\]

(4.6)

Because the total number of credits from \( k \cdot s \) Sybil identities is \( k \cdot s \cdot E(X') \), each adversarial node has at most \( s \cdot E(X') \leq s \cdot \gamma \cdot E(X) \) credits in its credit set. By definition, \( E(X) \) is the expected debits of nodes after excluding those \( \delta \cdot n \) nodes with the most debits, \( E(X) \leq \bar{d} \) where \( \bar{d} \) is the expected debits of an honest node with positive debit. Thus, we derive \( E(X') \leq s \cdot \gamma \cdot \bar{d} \).

It is interesting to note that, for a given range \([b_0, b_m]\) of the distribution of \( X \), the system parameter of the number of bins \((m)\) uniquely determines \( \gamma \). Specifically, \( \gamma = \sqrt[\frac{m}{b_m} \cdot \frac{b_0}{b_0}} \). Therefore, \( \gamma \) decreases as we increase the number of bins \((m)\), improving the bound on sustained collusion attacks. However, when \( m \) is too large, we also risk filtering out too many credits from a honest node’s credit set unnecessarily.

4.5 Implementation

We have built the central server and the client node implementation using Java.
**Central server:** Our server implementation consists of 3000+ lines of codes. The implementation logs upload receipts received from client nodes to disk. Every 4 hours, the server reads all collected receipts from disk and invokes the reputation algorithm to compute node reputation. The reputation calculation algorithm employs 12 concurrent threads to achieve speedup on multicore machines.

**Credo client:** Our client implementation is based on the open-source Azureus BitTorrent implementation. A Credo client can engage in the original BitTorrent protocol with other BitTorrent clients. When two Credo clients first meet, they exchange *CredoHandshake* messages (a new message type that we added to the existing BitTorrent protocol). A *CredoHandshake* consists the node public key certificate and its reputation score signed by the central server.

After finishing handshake, if both peers are leechers, they use the normal BitTorrent protocol to exchange data blocks among themselves. Otherwise, the seeder chooses the leecher with the highest reputation to serve. Specifically, we modified the two functions *calculateUnchokes* and *getImmediateUnchokes* in SeedingUnchoker.java to pick the leecher with the highest reputation to unchoke.

Once a leecher is unchoked, it sends a *CredoRequest* message to request a set of data blocks. The total size of data blocks requested is less than 1MB (the default data size per upload receipt in Credo). The seeder uploads encrypted data to the leecher. After finishing downloading, the leecher sends a *CredoPay* message with the required upload receipt. Finally, the seeder sends back a *CredoKey* message that contains the decryption key for the data. Every hour, every seeder sends its collection of receipts received in the last hour to the central server.
4.6 Evaluation

This section evaluates whether Credo reputation’s reputation scheme gives the right incentive for nodes to contribute in the face of collusion and Sybil attacks. Our key results are:

- Nodes with higher net contribution achieves faster downloads in Credo. Thus, Credo gives nodes an incentive to contribute as seeders.
- Colluders who do not upload any data to the system have bounded maximum reputation scores. Furthermore, as they download data from honest nodes, their reputation scores decrease.
- The implementation of Credo incurs reasonable traffic and computation overhead and can potentially scale to handle a large number of peer nodes.

We use a combination of simulations and experiments with our prototype implementations to demonstrate these results.

4.6.1 Simulations

4.6.1.1 Simulation setup

We simulate a network of 3000 nodes for a 1 month period. We set the upload speed limit of each node to be $200KB$ per second. A node divides its upload capacity among 4 upload slots of $50KB$ per second each. The download speed of a node is 5 times its upload speed, i.e. $1MB$ per second. We control the upload contribution of a node by the *willingness* parameter. Whenever a seeder has a free upload slot, it decides to upload to some leecher with a probability proportional to its willingness. We set the willingness of nodes in our simulation to follow the distribution of upload capacity as measured
in [56]. Our simulations set the receipt expiration period ($\tau$) to be 1 day. This is much smaller than our default $\tau$ value of 2 weeks because our simulated network is relatively small ($n = 3000$ nodes). Thus, we must use a smaller $\tau$ so that not many nodes can reach the maximum reputation score of $n \cdot \lambda$ during a $\tau$ time period.

We inject new files of 200 MB to the system sequentially: a new file is injected when all nodes that want a particular file have finished downloading it. Not every node wants every file: when we inject a new file, we randomly choose 300 nodes to download the file. The probability that a node is chosen to download the file is proportional to its demand. We model two types of demand: 1) all nodes have identical demands, 2) the demand of a node follows the demand distribution observed in the Maze file sharing system [80]. We also choose 10 random nodes as the initial seeders.

4.6.1.2 Credo incentivizes contribution

More contribution leads to faster download: Figure 4.6 plots the download time as a function of a node’s net contribution. We measure a node’s net contribution during the last $\tau$ time period as the number of its uploaded chunks minus the number of its down-
Figure 4.7: Average node reputation as a function of a node’s net contribution. A node’s reputation score increases linearly as its net contribution increases.

Figure 4.8: Cumulative distribution of nodes’ average net contribution. A large fraction of nodes (0.7) have negative net contribution.

Figure 4.9: Credit diversity as a function of credit size. Credit diversity has strong correlation with large credit size (> 200), and weaker correlation for nodes with smaller credit size.
Figure 4.10: Reputation of colluding adversaries and honest nodes as a function of net contribution. Colluding adversaries vary demand in different simulations. Adversary nodes with high demand use up credits from Sybils, issue new credits, and get a negative reputation. As demand decreases, adversaries’ reputations increase, but they are bounded by 3 time the number of Sybil nodes (60).

Figure 4.11: Download time of colluding adversaries and honest nodes as a function of net contribution; colluding adversaries vary demand at different simulations. As demand decrease, adversaries’ download time decreases but it is higher than that of nodes with net contribution of 60.
loaded chunks. We record the net contribution and download time after a node finishes downloading a file. For the results shown in Figure 4.6, we grouped the net contribution of different nodes into bins of size 50, and computed the average and standard deviation of the download time in each bin.

Figure 4.6 shows that a node achieves faster download times when it has a higher net contribution, for both the Maze demand model and the identical demand model. **A node’s reputation reflects its net contribution:** A node achieves faster downloads when it has a higher reputation. Figure 4.7 shows a node’s reputation as a function of its net contribution. We recorded a node’s reputation score as well as its net contribution when it finishes downloading a file. We computed the average net contribution and average reputation for each node and plot the two quantities in Figure 4.7. We can see the reputation increases linearly as a node’s net contribution increases.

To further quantify how Credo’s reputation score accurately captures a node’s net contribution, we calculate the standard \( A' \) metric, which is defined to be the probability that the reputation of a node \( A \) is greater than the reputation of node \( B \) given that \( A \) has higher net contribution for two random nodes \( A \) and \( B \) in the network. In Figure 4.7, \( A' = 0.95 \) which shows that Credo’s reputation score accurately reflects a node’s net contribution.

Figure 4.7 is divided into two regions: negative net contribution on the left, and positive net contribution on the right. We observe that the derivative of the curve on the left is approximately 1. That is because nodes with negative net contribution rarely earn credits, i.e. \(|d(C')| \approx 0\). The reputation of those nodes is essentially the negation of their debits. Figure 4.8 shows the cumulative distribution of nodes’ net contribution. We can see that more than 70% of nodes have negative net contribution in simulation with both the Maze and identical demand models.
Nodes with positive net contribution are rarely associated with positive debits. Their reputation is mainly the diversity of their credit sets. The derivative of the curve in the positive contribution region of Figure 4.7 is only slightly smaller than 1. This shows that filtering credits and measuring credit diversity do not significantly under-estimate the net contribution of honest nodes.

We also take a closer examination on how the reputation scores for nodes with positive net contributions. Figure 4.9 shows credit diversity as the function of the size of credit set at end of the simulation. We observe that credit diversity is close to the size of the credit set when the size is greater than 200. This means that credit filtering has little negative effect on the credit sets of honest nodes with enough upload contribution. When the credit set size is smaller than 200, there are some sets whose credit diversity is much smaller than their actual size. This is because when the credit set is small, it is difficult to approximate the $Z$-distribution. As the result, many credits have been filtered.

4.6.1.3 Credo’s defense against colluders is robust

We evaluate how Credo performs under the collusion attack by designating 10 nodes as adversarial nodes. Each adversarial node controls 2 Sybil nodes. They collude with each other to form a collusion size of 30, i.e. 1% of the system. In each $\tau$ interval, the Sybil nodes issue upload receipts to optimize the amount of credits that can pass the filtering step and achieve the bound in Observation 4.1 (Section 4.4). The credits are divided equally to adversarial nodes. Adversaries use those credits to download files. We also vary the the number of files that adversaries want to download in different simulations.

In Figure 4.10, we plot the reputation of the adversarial nodes as well as honest nodes
as a function of their net contributions. Because the adversarial nodes never upload to other nodes, their net contribution are always negative. Their maximum reputation score is 60 because there are 20 colluding Sybil nodes. As their demand of downloading increases, adversarial nodes require Sybils to issuing more and more upload receipts which are eventually filtered. As a result, their reputation scores decrease.

We plot the download time as a function of the net contribution for adversarial nodes as well as honest nodes in the simulations in Figure 4.11. As expected, the download time increases as adversary nodes’ demand increase, i.e. their net contribution decreases. Even when adversarial nodes have small demand, i.e. their net contribution is close to 0, their download times are still longer than that of honest nodes with net contribution 60. This is due to their reputation scores being bounded by 60.

4.6.1.4 Credo vs Eigenvector-based reputation

An alternative way to compute nodes’ reputation at the central server is finding the eigenvector of the contribution graph induced from upload receipts. This eigenvector-based reputation such as PageRank was originally designed for web ranking [6] but has been used to compute node reputations in P2P systems [41]. However, the reputation score of the eigenvector-based scheme is not designed to capture the net contribution of a node. We show that when used in a P2P CDN, PageRank scores do not accurately reflect a node’s net contribution and is also more vulnerable to collusion than Credo.

For real world workload, we use a Maze trace collected in December 2005 which records two weeks upload and download activities of nodes in the system. A node $A$ that upload $w$MB to node $B$ is represented by a directed edge from $B$ to $A$ in a graph $G$ with a weight $w$ on it. We compute eigenvector-based reputation using the standard PageRank method. We vary the probability of resetting a random walk $\epsilon$, and find that the value
of $= 0.15$ produces the best balance between defending against collusion and capture net contribution. We refer to this eigenvector-based reputation as PageRank reputation. To model attack, we choose 50 nodes that have uploaded at least 50MB and have the lowest net contribution as adversaries. Each adversary introduces 5 more Sybils to the graph, i.e. they form a collusion group of 300 nodes. They perform collusion by having the 50 adversaries create high weight (1,000,000) edges to each other. Each pair of an adversary and a sybil also create a pair of high weight directed edges. Figure 4.12 shows PageRank reputation of honest nodes and adversaries using the Maze workload. Each point in the graph represents a node in the system. As we can see, PageRank reputation does not reflect net contribution well ($A' = 0.71$). Moreover, it has very poor defense against collusion. The 50 adversaries we choose are among the bottom 0.2% in term of net contribution, but they can get in top 2% in term of reputation by colluding.

To compute Credo reputation, we feed the central server with receipts generated from the Maze trace. The same 50 adversaries collude by having the 250 sybils issue credits in an optimal way assume that they know the $Z$-distribution. Figure 4.13 shows the reputation of honest nodes and adversaries as a function of net contribution. As we can see, Credo reflects net contribution well ($A' = 0.96$). We notice that the reputation of nodes that have net contribution greater than 5,000 are much smaller than the size of their credit sets. That is because these nodes upload huge amount of data (5GB) in 5 days, and they upload much more than 3MB to other nodes. The diversity technique penalizes these nodes’ reputation because of their repeat interaction with other nodes. Nevertheless, these nodes still remain as top reputation nodes. This graph also shows that Credo’s defense against collusion is better than PageRank. The 50 adversaries remain in the bottom 22% in term of reputation even after colluding.

We also do the same comparison on a synthetic workload from a 1000 nodes net-
Figure 4.12: Eigenvector-based (PageRank) reputation of colluding adversaries and honest nodes as a function of net contribution on Maze workload. Adversaries who are in the bottom 0.2% of net contribution can get in the top 2% of reputation by colluding. Eigenvector-based reputation does not reflect net contribution well among honest nodes ($A' = 0.71$).

Figure 4.13: Credo reputation of colluding adversaries and honest nodes as a function of net contribution on Maze workload. Adversaries who are in the bottom 0.2% of net contribution can only get in the top 80–60% of reputation by colluding. Credo reputation reflects net contribution well among honest nodes ($A' = 0.96$).
Figure 4.14: Reputation of colluding adversaries and honest nodes as a function of net contribution on synthetic workload for both Credo and eigenvector-based reputation. Credo out-performs eigenvector-based reputation in both reflecting net contribution and defending against collusion.

work. To generate workload, we create upload receipts in which the downloader is chosen randomly and the uploader is picked according to the willingness to contribute of nodes. We set the willingness to increase linearly with nodes’ ID. We chose 10 adversaries who uploads at least 10 chunks among those which have the worst net contribution. Each adversary bring in 2 sybils. The attack strategy is the same as in the previous experiment. Figure 4.14 shows the reputation of honest nodes and adversaries in Credo and PageRank reputation. We scale the PageRank reputation so that it can fit to one graph with Credo reputation. Since the synthetic workload has less repeat interaction and are more uniform, both reputation reflect net contribution better than in the Maze trace. Still, Credo reputation is still better than eigenvector-based reputation ($A' = 0.998$ vs $A' = 0.898$). Credo also has better defense against collusion. The adversaries remains in bottom 30% in Credo reputation, while they can get to top 1% in PageRank reputation.
4.6.2 Experiments using Credo’s prototype

4.6.2.1 Scalability of the central server

Credo central server needs to receive upload receipts from all nodes, verifies them, and compute nodes’ reputation. We show that our implementation running on a 8-core machine (2.27GHz CPUs and 16GB memory) can easily handle the traffic of 260,000 nodes in Maze network.

**Bandwidth:** We show that the bandwidth required for the central server to receive upload receipts is modest. The aggregate traffic among Maze nodes in 2 weeks is 280TB. A fraction of this data traffic is between leechers only which does not result in upload receipts nor receipt upload traffic to the central server. In typical public and private BitTorrent communities, > 80% the traffic are between seeders and leechers [44]. Even if all of the traffic are upload from seeders to leechers, the central server receives only 1.4GB of uploaded receipts per day (each receipt is 70-byte in size and captures a 1MB chunk transfer). This means the central server only needs a modest download capacity of 130Kbps to receive upload receipts.

**Storage:** After verifying an upload receipt, the central server stores it as a triple $\langle$SHA1($data$), uploaderID, downloaderID$\rangle$ which requires 28 bytes on disk. Therefore, it requires 8GB disk space to store 2 weeks upload activities in order to compute reputation.

**CPU:** The central server needs to verify a fraction of upload receipts it receives. Our implementation can verify 400 receipts per second using a single thread, i.e. 35 millions receipts per day. This means that a single threaded verifier can handle data traffic that is 17.5 times bigger than observed in the Maze system.

The central server also needs to compute the reputation score for every node. Our
current implementation takes 1 hour for the central server to process the upload receipts corresponding to 2 weeks traffic in the Maze system. Our default period for updating reputation is 4 hours. Within that amount of time, our central server can compute reputation for a network of 1,000,000 nodes whose traffic demand is similar to that observed in the Maze system.

4.6.2.2 Deployment on Planet lab

To examine the real performance benefits when nodes are incentivized to contribute, we compare between two scenarios:

1. Every node runs the Credo client implementation. Nodes are incentivized to stay online, and serve other nodes in order to gain reputation after downloading a file.

2. Every node runs the original Azureus client implementation. Since there is no incentive to stay online after downloading a file, nodes go offline immediately after finishing downloading the file.

We experiment with both scenarios on 210 PlanetLab nodes. We inject a file to one seeder at the beginning. We set the file size to 25MB to make the experiment finish in a reasonable time (< 2 hours). Other nodes arrive to download the file once at a time every 15 second. We set the application limit throughput using the distribution in [56]. The download throughput limit is 5 times larger than upload throughput limit for every node, in order to capture the asymmetry of upload and download throughput in wide area network.

Figure 4.15 plots the cumulative distribution of complete download time for each node in both scenario. We observe that both the average as well as the median download time improve significantly when nodes are incentivized to stay online in scenario 1. The
Figure 4.15: Cumulative distribution of download time two scenario: 1) nodes are incentivized by Credo protocol to stay online and continue upload to others after downloading a file, 2) nodes go offline immediately after getting a file. The average and median download time in scenario 1 are significantly smaller than that of scenario 2.

Average download time drops from 935 seconds (scenario 2) to 347 seconds (scenario 1). The median download time also drops from 638 seconds to 172 seconds.

This result shows that the aggregate capacity of the system improves by a factor of 2.7 when nodes are incentivized to contribute. The reason is that because the download capacity of nodes is higher than upload capacity, download capacities are always under-utilized when there is not enough seeders. There is only 1 seeder at any instance in scenario 2. On the other hand, in scenario 2, after some nodes finish downloading the file, they contribute to the aggregate seeding capacity of the system. Other nodes can utilize their high download capacities to get the file faster.
Chapter 5

Related work

5.1 Sybil-resilient admission control

Traditionally, open systems rely on a central authority who employs CAPTCHA or computational puzzles to mitigate the Sybil attack [76, 55, 57]. Unfortunately, these solutions can only limit the rate with which the attacker can introduce Sybil identities into the system instead of the total number of such identities. Even before the recent surge of interest in social-network-based Sybil defenses, there have been attempts at exploiting the trust graph among users to mitigate the Sybil attack: Advogato [37], Appleseed [87] and SybilProof [9] are the most well-known of these early proposals. However, it is not the goal of these protocols to perform Sybil-resilient node admission. Rather, they aim to calculate the reputation of each user/node in a way that prevents the attacker from boosting its reputation using Sybil identities. Below, we discuss recent work in node admission control and related efforts in Sybil-resilient Distributed Hash Table (DHT) routing.

SybilGuard [84] has pioneered the use of fast-mixing social networks for Sybil-
resilient admission control. Using a distributed verification protocol based on random routes, SybilGuard can limit the number of Sybil nodes admitted per attack edge to $O(\sqrt{n} \log n)$. SybilLimit [83] improves this bound to admit no more than $O(\log n)$ Sybils per attack edge with high probability. Yu et al. claim that SybilLimit is nearly optimal in that its security guarantee is only a factor of $O(\log n)$ away from that of any optimal protocol.

SybilGuard and SybilLimit are both designed to work in a distributed setting where each node is initially only aware of its neighbors. By contrast, SybilInfer [18] is a centralized algorithm which assumes complete knowledge of the social graph. SybilInfer uses Bayesian inference to assign each node a probability of being a Sybil. The key observation is that, if the attacker connects more Sybils to its few attack edges, the conductance of graph including the Sybil region becomes smaller to the point that the entire graph is not fast-mixing, thereby causing the detection of the Sybil nodes. Unlike SybilGuard, SybilLimit, Gatekeeper and SumUp, SybilInfer does not consider worst case attacks and has no analytical bound on the number of Sybil nodes admitted per attack edge. In [60], Quercia et al. propose a Sybil-defense mechanism for the mobile setting where a node collects graph information from those nodes that it has previously encountered and analyzes the partial graphs to determine the likelihood of a node being Sybil. Like SybilInfer, there is no formal bound for the algorithm in [60].

Viswanath et al. [75] has performed a comparative study of SybilGuard, SybilLimit, SybilInfer and SumUp. The study reveals two potential limitations of social-network based admission control. First, many small social networks (up to tens of thousands of nodes) exhibit community structure (i.e. not fast-mixing), thus causing existing protocols to falsely reject many honest nodes as Sybils. This finding suggests that Sybil-resilient admission control must be performed on large-scale social networks: the larger
the graph, the better connected communities are to each other and the faster the mixing time. Thus, our evaluations use real world social graphs that consist of hundreds of thousands of nodes. Second, given a known admission controller, the attacker can strategically acquire attack edges close to the controller to gain unfair advantage. In Gatekeeper, we address this limitation by having a controller select a few random vantage points for ticket distribution. Viswanath’s work compares all existing schemes in a centralized setting even though SybilGuard and SybilLimit are originally designed to work as a distributed protocol. It is worth pointing out that Sybil defense is more challenging in a distributed setting than in a centralized setting. This is because, in a centralized setting, the attacker must decide upon the graph structure of the Sybil region before the admission algorithm starts to execute. On the other hand, in a distributed setting, the attacker has the freedom to change the Sybil region of the graph arbitrarily during protocol execution to maximize its gain. More details on the comparison among different social network based Sybil defenses can be found in a recent survey [82] by Haifeng Yu.

A Sybil-resilient DHT [36, 17] ensures that DHT lookups succeed with high probability in the face of an attacker attempting to pollute the routing tables of many nodes using Sybil attacks. Danezis et al. [17] leverage the bootstrap tree of the DHT to defend against the Sybil attack. Two nodes in such a tree share an edge if one node introduced the other one into the DHT. The assumption is that Sybil nodes attach to the tree at a small number of nodes, similar to the few attack edge assumption in SybilGuard and SybilLimit. Whānau [36] uses social connections between users to build routing tables in order to perform Sybil-resilient lookups. Existing Sybil-resilient node admissions can potentially simplify the construction of distributed Sybil-resilient protocols by bounding the number of Sybil identities admitted in the first place.
All of the above social network based Sybil defenses [84, 83, 73, 72, 18, 36] do not consider privacy concern when using social network. Revealing all or a portion of the social graph can help the adversary to deanonymize the real world identity of nodes in the graph [51]. Recently, Prateek Mittal designed a Sybil-resilient DHT routing protocol, called X-Vine [48], which considers privacy concern. Unlike Whānau, messages in X-Vine only pass social links when they travel from the source to the destination. As a result, each node in the DHT only know its neighbors and a small routing table for relaying messages to its successors, thereby not being able to perform deanonymization.

5.2 Sybil-resilient online content voting

Ranking content is arguably one of the Web’s most important problems. As users are the ultimate consumers of content, incorporating their opinions in the form of either explicit or implicit votes becomes an essential ingredient in many ranking systems. This section summarizes related work in vote-based ranking systems. Specifically, we examine how existing systems cope with Sybil attacks [19] and compare their approaches to SumUp.

5.2.1 Hyperlink-based ranking

PageRank [6] and HITS [33] are two popular ranking algorithms that exploit the implicit human judgment embedded in the hyperlink structure of web pages. A hyperlink from page A to page B can be viewed as an implicit endorsement (or vote) of page B by the creator of page A. In both algorithms, a page has a higher ranking if it is linked to by more pages with high rankings. Both PageRank and HITS are vulnerable to Sybil attacks. The attacker can significantly amplify the ranking of a page A by creating many
web pages that link to each other and also to A. To mitigate this attack, the ranking system must probabilistically reset its PageRank computation from a small set of trusted web pages with probability $\epsilon$ [52]. Despite probabilistic resets, Sybil attacks can still amplify the PageRank of an attacker’s page by a factor of $1/\epsilon$ [86], resulting in a big win for the attacker because $\epsilon$ is small.

5.2.2 User Reputation Systems

A user reputation system computes a reputation value for each identity in order to distinguish well-behaved identities from misbehaving ones. It is possible to use a user reputation system for vote aggregation: the voting system can either count votes only from users whose reputations are above a threshold or weigh each vote using the voter’s reputation. Like SumUp, existing reputation systems mitigate attacks by exploiting two resources: the trust network among users and explicit user feedback on others’ behaviors. We discuss the strengths and limitations of existing reputation systems in the context of vote aggregation and how SumUp builds upon ideas from prior work.

Feedback based reputations In EigenTrust [31] and Credence [76], each user independently computes personalized reputation values for all users based on past transactions or voting histories. In EigenTrust, a user increases (or decreases) another user’s rating upon a good (or bad) transaction. In Credence [76], a user gives a high (or low) rating to another user if their voting records on the same set of file objects are similar (or dissimilar). Because not all pairs of users are known to each other based on direct interaction or votes on overlapping sets of objects, both Credence and EigenTrust use a PageRank-style algorithm to propagate the reputations of known users in order to calculate the reputations of unknown users. As such, both systems suffer from the
same vulnerability as PageRank where an attacker can amplify the reputation of a Sybil identity by a factor of $1/\epsilon$.

Neither EigenTrust nor Credence provide provable guarantees on the damage of Sybil attacks under arbitrary attack strategies. In contrast, SumUp bounds the voting power of an attacker on a single object to be no more than the number of attack edges he possesses irrespective of the attack strategies in use. SumUp uses only negative feedback as opposed to EigenTrust and Credence that use both positive and negative feedback. Using only negative feedback has the advantage that an attacker cannot boost his attack capacity easily by casting correct votes on objects that he does not care about.

DSybil [85] is a feedback-based recommendation system that provides provable guarantees on the damages of arbitrary attack strategies. DSybil differs from SumUp in its goals. SumUp is a vote aggregation system which allows for arbitrary ranking algorithms to incorporate collected votes to rank objects. For example, the ranking algorithm can rank objects by the number of votes collected. In contrast, DSybil’s recommendation algorithm is fixed: it recommends a random object among all objects whose sum of the weighted vote count exceeds a certain threshold.

**Trust network-based reputations** A number of proposals from the semantic web and peer-to-peer literature rely on the trust network between users to compute reputations [87, 37, 27, 62, 9]. Like SumUp, these proposals exploit the fact that it is difficult for an attacker to obtain many trust edges from honest users because trust links reflect offline social relationships. Of the existing work, Advogato [37], Appleseed [87] and Sybilproof [9] are resilient to Sybil attacks in the sense that an attacker cannot boost his reputation by creating a large number of Sybil identities “behind” him. Unfortunately, a Sybil-resilient user reputation scheme does not directly translate into a Sybil-resilient
voting system: Advogato only computes a non-zero reputation for a small set of identities, disallowing a majority of users from being able to vote. Although an attacker cannot improve his reputation with Sybil identities in Appleseed and Sybilproof, the reputation of Sybil identities is almost as good as that of the attacker’s non-Sybil accounts. Together, these reputable Sybil identities can cast many bogus votes.

5.2.3 Sybil Defense using trust networks

Many proposals use trust networks to defend against Sybil attacks in the context of different applications: SybilGuard [84] and SybilLimit [83] help a node admit another node in a decentralized system such that the admitted node is likely to be an honest node instead of a Sybil identity. Ostra [47] limits the rate of unwanted communication that adversaries can inflict on honest nodes. Sybil-resilient DHTs [17, 35] ensure that DHT routing is correct in the face of Sybil attacks. Kaleidoscope [66] distributes proxy identities to honest clients while minimizing the chances of exposing them to the censor with many Sybil identities. SumUp builds on their insights and addresses a different problem, namely, aggregating votes for online content rating. Like SybilLimit, SumUp bounds the power of attackers according to the number of attack edges. In SybilLimit, each attack edge results in $O(\log n)$ Sybil identities accepted by honest nodes. In SumUp, each attack edge leads to at most one vote with high probability. Additionally, SumUp uses user feedback on bogus votes to further reduce the attack capacity to below the number of attack edges. The feedback mechanism of SumUp is inspired by Ostra [47].
5.3 Incentivizing bandwidth contribution in P2P systems

We survey existing proposals of P2P reputation and currency systems and discuss why they do not completely address the seeder promotion problem. We also discuss existing work on catching misbehaving nodes.

**Reputation systems.** Reputation systems incentivize peers to upload in order to gain reputation; peers with high reputation values are promised better download performance in the future [31, 21, 41, 57]. Most existing reputation systems are graph-based, where each graph edge is formed between a pair of nodes that have had direct interactions. EigenTrust [31] uses the PageRank-style [6] propagation algorithm on the interaction graph. To reduce the chances of collusion in PageRank calculation [86], OneHop reputation [57] and multi-level tit-for-tat [41] restrict reputation propagation to one hop or a few hops. Max-flow based calculation [21, 9] can be used to defend against collusion.

Graph-based reputation schemes such as PageRank are not designed to capture a node’s net contribution in the system. In particular, a node linking to another node with higher reputation achieves higher reputation gain. Thus, a strategic peer can gain unfair advantage by selectively contributing to certain peers. As a result, graph-based reputations do not satisfy the desired fairness property. Moreover, the defense against collusion of existing graph-based reputation systems is weak. For example, colluders can increase the net reputation of the collusion group by $1/\epsilon$, where $\epsilon$ is the probability of resetting a random walk, in a PageRank-style reputation computation like EigenTrust [31] or multi-level tit-for-tat [41]. In max-flow based reputation like [21, 9], each colluders get higher reputation by recruiting more nodes, which have interaction with node outside collusion group, into the collusion group. This gives the incentive for honest nodes to collude and the bigger collusion group the higher reputation they gain. However, graph-based repu-
tation can particularly advantageous in a live streaming environment where nodes with different capacities should be incentivized to position themselves in different positions in the underlying stream distribution graph, as is done in the Contracts system [58].

**Currency systems.** Currency systems must maintain system liquidity according to the current demand and hoarding levels [32]. Karma [74] scales currencies based on the number of active nodes and Antfarm [55] adjusts the amount of tokens according to the number of active nodes and the number of active swarms.

Currency systems such as Dandelion [65], BitStore [61], PACE [11], Antfarm [55] and others [79, 74] incentivize peers to upload to others in exchange for tokens that entitle them to future downloads. The tokens can be directly transferable among peers [79], reclaimed by the central party upon each use [55, 79], or they can completely reside at the central party link in Dandelion [65]. Credo is not a currency system: although it uses the concept of credit transfer, it is only using credits to calculate each node’s reputation score. Existing currency system proposals enforce the strict “download as much as you upload” policy where a node with no currency is not allowed to download. Compared to our notion of fairness, the policy enforced by currency systems is less desirable: since all peers achieve the same download speed as long as they have non-zero currency tokens, a peer has no incentives to contribute more than what is necessary to satisfy its own demand. Moreover, currency systems face the daunting challenge of maintaining monetary supply according to current demand and hoarding levels at all times [32] to avoid undesired inflations or the bankruptcy of many nodes.

Some currency proposals such as Antfarm [55] and PACE [11] also have the additional goal of improving the global efficiency of content distribution. Antfarm achieves optimal seeding capacity allocation via central management and PACE relies on peers to set the right download prices in a currency market. Improving content distribution
efficiency is an orthogonal goal to providing uploading incentives.

**Detecting and punishing deviant behaviors.** It is not enough to just incentivize contribution, we also need disincentives to discourage peers from cheating. BAR Gossip [40] and FlightPath [39] introduce the idea of centralized punishments based on cryptographic proof-of-misbehavior and use it to ensure the fair exchange of data within a single swarm. In the context of peer-to-peer storage systems, Ngan et al. [53] and Samsara [15] rely on verifiable records and periodic auditing to check that peers indeed store data as they claim. SHARP [24] also audits to ensure that an autonomous system complies with its resource contract.

Credo does not need general purpose auditing because credits are only used to calculate a peer’s reputation instead of serving as resource claims. We borrow the idea of cryptographic proof-of-misbehavior from BAR Gossip [40] to detect and penalize misbehaving nodes.
Chapter 6

Conclusion

This thesis provides robust identity managements which are resilient to Sybil attacks, and illustrates how to use them to provide security and incentive for cooperative systems in various contexts. The main theme of this work is to leverage the social network among users in designing secure and incentive-compatible cooperative systems. In particular, we develop a distributed admission control protocol, called Gatekeeper, that leverages social network to admit most honest user identities and only few Sybil identities into the systems. Gatekeeper’s defense is optimal for the case of $O(1)$ attack edges and admits only $O(1)$ Sybil identities (with high probability). In the face of $O(k)$ attack edges (for any $k \in O(n/\log n)$), Gatekeeper admits $O(\log k)$ Sybils per attack edge. Gatekeeper can be used as a robust identity management for both centralized and decentralized cooperative systems. In the context of content voting, we provide a vote aggregation system, called SumUp, that leverages unique properties of content voting systems to provide significantly better Sybil defense compared with applying the general Gatekeeper admission control. SumUp can limit the number of bogus votes cast by adversaries to no more than the number of attack edges (with high probability), which
an order of magnitude better than applying general admission control protocols to con-
tent voting context. Using user feedback on votes, SumUp further restricts the voting power of adversaries who continuously misbehave to below the number of their attack edges. We apply SumUp on voting trace of Digg and have found strong evidence of attack on many articles marked “popular” by Digg. The defense of both SumUp and Gatekeeper are currently the state-of-the-art in their respective problems as reported in a recent survey [82]. Finally, we provide a robust reputation system, called Credo, that is resilient to both Sybil and collusion attacks, and can be used to incentivize bandwidth contribution in peer-to-peer content distribution networks.

6.1 Future work

We believe that the work in this thesis is only an early contribution in the research area of security and privacy for cooperative systems. The importance of cooperative systems will continue to grow in the future. There are increasingly more attractive domains for adversaries to exploit. We expect to push the limit of existing designs and to contribute new techniques in this area. Below are potential future research projects.

**Combating information censorship:** Recent events during the so-called ”Arab Spring” have shown the power of the Internet when it comes to organizing large groups of people for protests. Such events have also shown how willing repressive governments are to censor the Internet or to disconnect their populace from the Internet entirely such as the incidents in Egypt and Libya in early 2011. We believe that during these government-imposed communication blackout periods, people should still be able to exchange information and organize among themselves. Our goal is to design and build a networked system to help the citizens in such countries to disseminate informa-
tion during such blackouts in the presence of an adversarial government.

One promising solution is that the citizens in these countries form a cooperative system in which citizens use their mobile devices to exchange messages with nearby devices through WiFi during communication blackout. This opportunistic communication is promising since it is hard for the adversarial government to block it. However, the adversarial government can still create Sybil identities and use them to flood the system with bogus (junk) messages, or confuse the citizens by generating dishonest votes on authentic messages. The defense provided by SumUp can potentially prevent this threat. However, SumUp requires each citizen to know the entire social graph in order to filter out bogus messages. This raises privacy concern since the government can perform deanonymization to ascertain the identity of the protesters, thus to persecute them. We are designing a enhanced version of SumUp so that it does not require the knowledge of the entire social graph, thereby addressing this privacy concern.

**Reputation-based routing:** Secure routing protocols that do not rely on a public-key infrastructure are desirable because of the relative ease of deployment. For example, deploying a PKI for inter-domain routing over the Internet is a serious challenge. In the BGP setting, we can view the network of autonomous systems (AS) as a cooperative system in which the ASes are sharing the view of the network through exchanging routing tables. The relationships among ASes can also be viewed as a trust graph where the adversary has only a few links with other ASes. However, the adversary can generate and propagate a large amount of bogus routing information in order to hijack traffic. Our goal is to minimize the number of incorrectly computed routes by honest ASes due to bogus routing information. A promising solution that we are investigating right now is to embed a decentralized reputation mechanism into existing routing protocols such as path-vector and link state protocols to reduce the risk of choosing routes via the
adversary.
Appendix A

Proof for Theorem 2.1

Theorem A.1. Suppose the graph $G$ is a fixed degree sequence random graph constructed using the pairing method. For any ticket source $u$, the expected number of tickets that $u$ disseminates to reach $n/2$ nodes is $E[A_0] = \Theta(n)$.

Instead of directly proving this theorem, we will prove that when a ticket source disseminates $n$ tickets, the expected number of reachable nodes is at least $\alpha \frac{n}{2^d (1+\alpha)}$. This means a ticket source needs to distribute $\Theta(n)$ tickets to reach $\Theta(n)$ nodes.

Proof. Consider a ticket source $u$ that disseminates $A_0 = n$ tickets. We compute how many nodes are reachable by bounding the number of tickets that are dropped at each level. Let $L_i$ be the number of nodes at level $i$ from $u$ and $S_i = L_0 + L_1 + \ldots + L_i$. Let $q_i$ be the fraction of dead-end nodes at level $i$. A dead-end node is a node that does not have a neighbor at a distance further away from the ticket source, i.e. after consuming one ticket, a dead-end node will drop all the remaining tickets. Note that both $L_i$ and $q_i$ are random variables. Let $C_i$ denote a configuration of all the nodes and edges from level 0 to $i$. Similarly, $C'_{i+1}$ is the configuration of all the nodes and edges at levels greater than or equal to $i + 1$. Now, consider the case where we fix the configuration.
$C_i = c$ and $C_{i+1}' = c'$ and only consider different variations in the edge configuration between level $i$ and $i + 1$. In this case, $A_i$, $S_i$, $q_{i+1}$, $L_{i+1}$ are fixed. Let $D_{i+1}$ be the number of tickets that are dropped at level $i + 1$. We want to bound $D_{i+1}$. Tickets only get dropped by dead-end nodes. Let $x$ denote the number of edges from level $i$ to dead-end nodes at level $i + 1$ and $y$ denote the number of edges from level $i$ to non-dead-end nodes at level $i + 1$. Among the $x + y$ edges from level $i$, the dead-end nodes at level $i$ can pick randomly any $x$ edges to connect in a random graph. Therefore, the expected number of tickets go to the dead-end nodes is $A_i \frac{x}{x+y}$. We know that $x \leq d \cdot q_{i+1} L_{i+1}$ and $y \geq (1 - q_{i+1}) L_{i+1}$. Therefore,

$$
E[D_{i+1}|C_i = c|C_{i+1}' = c'] \leq A_i \frac{d \cdot q_{i+1}}{1 + (d - 1) q_{i+1}}
$$

$$
E[D_{i+1}|C_i = c|C_{i+1}' = c'] \leq A_i (d \cdot q_{i+1})
$$

By varying the configuration $C_{i+1}'$, we have:

$$
E[D_{i+1}|C_i = c] \leq A_i \cdot d \cdot E[q_{i+1}|C_i = c] \tag{A.1}
$$

Next we bound $E[q_{i+1}|C_i = c]$. For a fixed configuration $C_i = c$, we need to construct a fixed degree random graph for $n - S_i - 1$ nodes for levels greater than or equal to $i$. Given a random node $v$ in the set of $n - S_i$ nodes that have distance farther than $i$; $d(v)$ is the degree of the node $v$. Let $p(v)$ denote the probability of one of the edges of $v$ pointing to nodes at level $i$. We have $p(v) < \frac{L_i d}{n - S_{i-1}} < \frac{d S_i}{n}$. Now we calculate the conditional probability $\frac{p(v) d(v)}{p(v) d(v) + (1 - p(v)) d(v)}$. This conditional probability can be written as: $\frac{p(v)d(v)}{1-(1-p(v))d(v)} \leq p(v)$. Hence, we have
\( E[q_{i+1}|C_i = c] \leq d \frac{S_i}{n}. \)

So, from Equation A.1, we get:

\[
E[D_{i+1}|C_i = c] \leq A_i \cdot d^2 \frac{S_i}{n} \\
E[D_{i+1}|C_i = c] \leq A_0 \cdot d^2 \frac{S_i}{n} \\
E[D_{i+1}] \leq A_0 \cdot d^2 \frac{E[S_i]}{n}
\]

This formula states that the expected number of tickets exponentially decreases when the distance to the ticket source gets smaller. Let \( \delta \) denote the level where \( E[S_\delta] = \frac{\alpha}{2 d^2 (1+\alpha)} n \). The expected number of tickets that are dropped or consumed after reaching the level \( \delta \) is at most:

\[
< A_0 \frac{d^2}{n} (E[S_0] + \cdots E[S_\delta]) + E[S_\delta] \\
< A_0 \frac{d^2 \alpha + 1}{n} \alpha E[S_\delta] + E[S_\delta] \\
< n
\]

Hence, disseminating \( n \) tickets is enough to reach \( \frac{\alpha}{2 d^2 (1+\alpha)} n \) in expectation. Based on this bound, we can change Gatekeeper so that each ticket source scale the number of tickets by a constant factor to reach \( n/2 \) nodes. Hence, in expectation, we can show that a random source needs to to distribute a \( \Theta(n) \) tickets to reach \( n/2 \) nodes.

\( \square \)
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